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ABSTRACTSOF THE PAPERS

On the Analysis of Conditionals
Simon Salzedo
<Salzedo@brickcourt.co.uk>

Conditionals carry a conversational implicature that if their antecedant is unassertible, then
their consequent is unassertible. The recognition of this implicature allows a single
conversational analysis of counterfactual and other conditionals based upon the truth
conditions of material implication.

Water, Phlogiston, Brains, and Vats
Juss Haukioja
<jussi.haukioja@iki.fi>
Ted Warfield has presented a new version of the Putnamian argument for the conclusion
that we are not brains in a vat. This version is intended to avoid reliance on some questionable
background assumptions which other versions have made. It seems that Warfield’s argument
fails, for reasons pointed out by Anthony Brueckner. However, in this paper I present a new

version of the argument — my version relies on assumptions no more objectionable than
Warfield’s, yet it is immune to Brueckner’s objection.

Robotsand If...then
Ronald A. Cordero
<cor dero@uwosh.edu>

How shall we have robots handle conditional statements? In this paper | argue that we
absolutely cannot let them use several of the presently accepted rules of inference involving
conditional statements if we want to avoid odd, preposterous, or even disastrous results. |
discuss several kinds of problems that could be encountered and suggest alterations to certain
rules of inference to prevent such problems from arising.
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A Dilemma for Robust Alethic Relativism
William Ferraiolo
<bferraiolo@sjdccd.cc.ca.us>

Robust alethic relativism is the thesis that no truth bearer is objectively true or false.
According to the robust alethic relativist, the most we can ever say of any truth bearer
(statement, belief, proposition, etc.) isthat it is true or false relative to some conceptual
framework, worldview, or other parameter (i.e. that it is «true-for-X»). In this paper, | will
argue that robust alethic relativism is either self-refuting, or an entirely trivial and
uninteresting thesis that cannot coherently serve as atheory of truth. | hope to show that
Socrates understood this difficulty for the full-blooded relativist, and that his attack on alethic
relativism is more effective than some have recognized.

Can a Localist and Descriptive Epistemological Naturalism Avoid Dogmatic
Foundations?

Armando Cintora
<cintora@prodigy.net. mx>

It is argued that epistemological naturalism is the result of a holist thesis plus a high
valuation of empirical science. Epistemological naturalism criticizes the sceptic for entertaining
unjustified global doubts and naturalism tries to avoid scepticism by taking for granted as non
problematic our background scientific knowledge and by recommending only alocalist or
piecemealist mending of our corpus of knowledge, these corrections will be motivated by
limited and justified questions.

It isargued that the epistemological naturalist:

1) Cannot justify without vicious circularity the most basic methods of science nor
epistemol ogical naturalism’s localist recommendation.

ii) That if epistemological naturalism intends to be a description of genuine scientific methods
then naturalism tacitly takes for granted, i.e., without justification, some epistemic norms.

Iii) That natural science itself (evolutionary biology) produces traditional sceptic doubts, and
therefore epistemol ogical naturalism cannot avoid scepticism.

Iv) That naturalism can neither avoid sceptic doubts by substituting an argumentative theory
of justification with areliabilist theory.

Cartesianism and the private language argument
Brian Garrett
<Brian.Garrett@anu.edu.au>

In this paper, | argue that neither the #257 argument nor the #258 argument in
Wittgenstein's Philosophical Investigations undermines the coherence of the Cartesian Model,
according to which a sensation word, such as ‘ headache’ or ‘tickle’, getsits meaning in virtue
of an act of ‘inner’ association or ostensive definition. In addition, | argue against the standard
assumption that the diarist’s language of #258 is logically private.
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A Trioon Truth
Herbert Hrachovec
<Herbert.Hrachovec@univie.ac.at>

Truth is an embattled concept; many different positions have been put forward. One
widely influential contribution has been Donald Davidson'’s theory. Although it has been
derived from Alred Tarski’s formal account of truth it has been claimed to offer a pragmatical
solution to the problem by e.g. Richard Rorty. This dialogue explores the attraction
Davidson’s theory offers to philosophers of realist aswell asrelativist persuasion. There seems
to be a core position useful to any of those philosophical schools: Truth occurs at the interface

of two languages or two usages of alanguage. Some consequences of such a point of view
are discursively explored.

Futility and the Meaning of Life Debate
Brooke Alan Trisdl
<triselba@cs.com>

Are all human endeavors futile, as futilitarians contend? What does it mean when
someone claims that «life is futile»? Although meaninglessness has been explored in great
detail, the concept of futility, as used in the context of the debate about whether thereisa
«meaning of life,» has remained largely unexplored. Futility is acombination of the concepts
of ordinary causation, failure, and repetition and is the opposite of effectiveness. Just as it
would not make sense to claim that «life is effective,» it does not make sense when someone
claimsthat «lifeis futile.» Life could be objectively futile only if there was an objective
purpose of life, which there is no evidence thereof, and we were somehow failing to achieve
this purpose. Striving to achieve a particular goal can be subjectively futile for an individual,
but whether or not it is futile largely depends on how high an individual has set his or her
expectations.

On The Fourfold Root Of Philosophical Skepticism
Mark Walker
<mar k @mar kalanwalker.com>

Philosophical skepticism challenges us to demonstrate that knowledge is possible. Most
often this challenge is made by questioning whether the attempts at justifying our epistemic
claims are sufficient. In effect, then, the philosophical skeptic should be seen as arguing that
knowledge isimpossible because one of the necessary conditions for knowledge (justification)
does not obtain. Some work in analytic epistemology suggests that knowledge has three
additional necessary conditions, namely, that it must be the case that knowledge claims are
believed, true, and that some additional concept obtains which rules out «Gettier-type»
counter-examples. It is argued that if we accept that knowledge has three additional necessary
conditions (in addition to the justification component) then this opens up the possibility for
three additional types of philosophical skepticism. Skepticism based on the idea that our
knowledge claims lack truth | term ‘alethic skepticism’; skepticism based on the idea that the
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belief condition does not obtain | term ‘noetic skepticism’; and finally, | term ‘gettier
skepticism’ the view that our knowledge claims do not rule-out Gettier-type counter-examples.

Fodor’s Epistemic I ntuitions of Analyticity
Wayne Wright
<wrightwt@comcast.net>

This paper argues that Jerry Fodor fails to adequately motivate his informational
semantics because he does not exclude molecularism, a principal rival to his account of
concepts. Supporting my position are Fodor’ s inability to explain away the strong intuitions
often held on behalf of analyticity and his not offering a convincing argument for his claim
that there is no way of making a principled analytic/synthetic distinction. Since he wishesto
defend necessity and a prioricity, both of which are condemned by the Quinean anti-analyticity
arguments, while denying analyticity, Fodor must provide an anti-analyticity argument of his
own if hisinformational semanticsis to be accepted. The result is that we have no reason to
abandon the claim that there are meaning-constitutive interconceptual connectionsin favor of
Fodor’ s atomistic informational semantics.

Wittgenstein: Transcendental Idealist?
John M. Weyls
<Weyls@juno.com>

In Jonathan Lear’s and Barry Stroud’s essay «The Disappearing We,» Lear presents
Wittgenstein as transcendental idealist and parallels him with Kant. Stroud, while willing to
grant some degree of Kantianness to Wittgenstein, is unwilling to press the parallel asfar as
Lear does. | will argue that both Lear’s account of Wittgenstein as Kantian, and Stroud’s
objections as to the extent to which the parallel can be taken, are fraught with difficulties. |
will attempt to show that the difficulties center on what | take to be Wittgenstein’s paradoxical
relationship with synthetic a priori judgments. If, like Kant, Wittgenstein holds them to
undergird the sciences, then, contrary to what he maintains, he is not entitled to hold that
concepts different from the ones we are used to are intelligible. On the other hand, if
Wittgenstein rejects them and, consequently, their foundational status, he is committed to
either one of two views, both of which he seems to reject — that mathematical statements are
revisablein light of empirical facts, or that they are mere tautologies.
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ON THE ANALYSISOF CONDITIONALS

Simon Salzedo
<Salzedo@brickcourt.co.uk>

| Introduction

By «conditionals,» | mean English assertions of the form «If...then...» and some
assertions which can be easily rearranged into such a form. The analysis of conditionals is
important beyond linguistics because conditionals are inextricable from any attempt to
understand the force of the laws of science or nature which are supposed to predict what will
happen in cases which are not determined by observation. Interesting accounts of concepts like
causation and knowledge have also been given in terms of conditionals.*

There is some analogy between the conditional and the material implication (MI) which
is defined by a two-valued, binary truth table to be false in the case of a true antecedent and
a false consequent and to be true otherwise. Yet the assertibility of a conditional is not always
coextensive with the truth of the equivalent MI. In particular, neither the falsity of an
antecedent nor the truth of a consequent are sufficient to warrant the assertion of a conditional
in which they feature, yet either guarantees the truth of such an MI. Such worries have lead
many to despair of saying just what the link is between conditionals and material implications.

It has also been claimed that there are two types of conditionals each of which requires
a different analysis. For example, it is said that

1) If Booth did not kill Lincoln somebody else did.
and 2) If Booth had not killed Lincoln somebody else would have.
are fundamentally different which can be judged from the fact that someone who asserted 1)
could easily deny 2). Therefore, it is argued, we need analyses which will allow us to call 1)
true while calling 2) false. Thus many have despaired of understanding conditionals as one
type of assertion.

My aim in this essay is to overcome the dual despairs just described by defending the
following claims:

1. (i) The assertibility conditions of all conditionals are explained by what Grice has called

conversational implicature.?

(if) Combinations of times, tenses and moods indicate implicatures about the assertibility
of the antecedent.

(iii) These considerations show that conditionals can not simply be put into two classes,
exemplified by 1) and 2) above but lie on a continuum between them.

The truth conditions of all conditionals are those of MI.

The objections which are often considered decisive against the Gricean approach to

analysing conditionals can be answered.

4. The plausibility of the most popular analyses of conditionals is both explained by and
improved upon by considering conversational implicatures.

wmn

! See Mackie [1] and Nozick [2].

2 See Grice [3].
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In defending these claims, | will speak of antecedents, consequents, conditionals and
equivalent M1s despite misgivings which have been expressed about such terms.® My
justification for using these terms is twofold. First, | do not think that there is any difficulty
In recognising what is meant by them. Secondly, if a unified approach to conditionals using
these terms is successful, then their worth will be proved. This second may be circular in its
form, but the circularity is not vicious because analyses of this sort are useful or not useful
rather than true or false.

Il Assertibility Conditions

Following Grice, | hold that there is a‘ Cooperative Principle’ in conversation, that each
contribution should be appropriately informative, true, backed by evidence, relevant, clear and
perhaps other things. Where the application of this principle to what is said in some utterance
entails some unsaid proposition, that unsaid proposition is a conversational implicature of the
utterance. An important feature of conversational implicaturesis that they may be cancelled
by the speaker or by their context. Cancellable implicatures can also be attached to particular
forms of utterance, which may be termed generalised conversational implicatures.

An utterance which breaks the Cooperative Principle, or which has false implicatures, is
not assertible without some indication of its peculiarity. Most true sentences are not assertible
most of the time because they are not relevant or not the most informative available. In any
given situation, though, there will be many possible utterances which would not break any part
of the Cooperative Principle and which are assertible.

Where all that the speaker wishes to convey is some assertion, a conditional with that
assertion as the consequent or its negation as the antecedent will not normally be assertible.
Thisisfor the simple reason that neither the truth of the consequent nor the falsity of the
antecedent follow from the conditional by normal truth-functional rules. Even though such a
conditional istrue, it is generally not assertible in this context because it is not appropriately
informative. An exception to this generalisation demonstrates how it works: «If thisisjustice
then | am a banana» succeeds in conveying the unassertibility of its antecedent because its
conseguent is known by all parties to the conversation to be not merely false, but chosen for
the obviousness of itsfalsity.

Conditional s suggest some connection between antecedent and consequent. More
specifically, | want to propose that «If A then C» carries a generalised conversational
implicature of «If not A then not C». As an example, consider how «the cradle will rock
anyway» can act as a qualification (which cancels the implicature) when conjoined with «if
the wind blows the cradle will rock» or as an objection to the same sentence when not
qualified.

Conditionals like 1) are asserted when it is appropriate within the conversation to discuss
the consequences of the antecedent. Either the antecedent is believed to be true or supposed
to be so for the purposes of areductio. Such conditionals accordingly implicate that their
antecedents are assertible. Consider the contrast between «If Booth killed Lincoln, and | think
he did,...» and «If Booth killed Lincoln, though | am not saying that he did,...». The
conjunctions in these and many similar sentences are not comfortably interchanged because
«though» or «but» are only appropriate for indicating the cancellation of an implicature or
another change of course. Thisimplicature is easily cancelled. For example, a heavy stresson
the «if» in the above sentences may be enough to remove it, allowing «If Booth killed
Lincoln, and | am not saying that he did,...»

Conditionalslike 2), by contrast, implicate that their antecedents are not assertible. 2) is
assertible in situations where there is an assumption in the conversation that Booth did kill

3 SeeDudman [4] and [5].
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Lincoln. This has been disputed by, for example, Appiah (see Appiah [7] p164), who suggests
that «Had the butler done it, there would have been blood in the pantry» can be part of an
argument that the butler did it. But even here there is a presumption of the butler’ sinnocence,
the implicature of which is cancelled by a later stage of the argument. In isolation, the
sentence suggests that the butler did not do it and that there was no blood in the pantry. What
is missing from Appiah’s argument is the conversational context for his example.

In deciding whether a conditional like 1) or one like 2) is more appropriate, what is
important is not the speaker’s belief regarding the antecedent’ s truth, but his belief about its
assertibility in the given context. Often, the two will coincide; but where the speaker is
seeking to overthrow a presumption of hislisteners, he may adopt that presumption to present
an argument by reductio. Thisisthe most likely context for Appiah’s example.

More generally, when a conditional «If A then C» is asserted, some presumption about
A’ s assertibility has been adopted. The tense or mood words in the conditional indicate which
presumption isin force, that is, whether A isor isnot assertible in that conversational context.
Thus, «The butler did not do it. If the butler had done it, there would have been blood in the
pantry.» is amore natural utterance than «The butler did it. If the butler had done it, there
would have been blood in the pantry.» The latter utterance demands the appendage «and there
was blood in the pantry» to cancel the implicature of its second sentence and thus resolve that
sentence’ s conflict with its first. The former utterance stands alone without confusion.

The implicature regarding the assertibility of «Booth killed Lincoln» is, | have argued,
the most important difference between conditionals like 1) and those like 2). The question of
taxonomy should therefore be approached by considering that implicature. Such an approach,
restricted to the generalised implicatures of the different forms of conditional, reveals a
continuum of tense and mood combinations. Examples of the most discussed such
combinations might be:

3) If thewind blew then the bough broke.

4) If thewind blew yesterday then the bough will break tomorrow.
5) If thewind is blowing then the bough will soon break.

6) If the wind blows tomorrow then the bough will break.

7) If the wind blows then the bough breaks.

8) If thewind had blown then the bough would have broken.

In the same way as the implicature of 1) of the assertibility of its antecedent was
demonstrated by considering the most comfortable conjunctions for conjoining to the
conditional its antecedent or its negation, we can show that 3),4) and 5) all implicate the same
thing. Though they do so decreasingly strongly.

6) is more or less neutral, as future events can be discussed without any presumption
about whether they will actually occur. Since the first part of 7) is the same as that of 6), the
test we are using reveal s the same neutrality. This is reasonable because conversations about
general rules normally presume that the antecedent is true in some but not all instances which
are being considered in the conversation.

If 6) lies between 3) and 8) in the sense that | have suggested then the debate about with
which of the two groups it should be placed can be seen to be misguided. The debatability of
the point is, however, not surprising.

In this taxonomy, the implicature is decisive, and the generalised implicature of an
Isolated sentence may be overridden by elements of the context. And the neutral 6) may be
used when an assumption about the antecedent’ s assertibility is determined by its context. The
tense and mood words are not themselves definitive of the type of conditional; they merely
indicate it in the absence of other signals.

[11 Truth Conditions
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For formal purposes, the conditional is translated into an M| with a defined truth table;
the truth of the antecedent and consequent are assessed and the truth value of the M1 falls out
from the truth table.

In non-formal settings a hearer who questions an assertion questions its assertibility. This
may be on any of several grounds two of which are that the speaker does not or should not
believe it to be true. That is, the speaker islying or is mistaken. But while falsity leads to
non-assertibility, truth does not lead to assertibility; put another way, truth is a necessary but
not sufficient condition of assertibility.

A different ground for questioning an assertion isthat it is misleading. An assertion may
be misleading if it makes conversational implicatures which are false. In thisway, 2) is often
misleading when asserted by a speaker who believes that Booth did not kill Lincoln because
it implicates, in the absence of other information, that Booth did kill Lincoln.

When we do wish to assess the truth of a conditional in an informal context, something
very similar to the formal case takes place so long as the antecedent is presumed to be true.
Thus, if Booth did not in fact kill Lincoln, then both 1) and 2) share the truth value of
«somebody else killed Lincoln».

If, however, Booth did kill Lincoln, then it isless obvious what would determine the truth
of 1) and 2). We can imagine two people who disagree about the truth of 1) or of 2). Then
suppose that the falsity of «Booth did not kill Lincoln» was established to the satisfaction of
both of them. Now their debate over 1) or 2) would take on a different character. It is about
opinions and no longer about facts. They agree that Booth killed Lincoln and so they agree
that somebody else did not. Any remaining argument is not so much over the truth of 1) or
2), but over the evidence for those sentences. The fact that such a debate is possibleis,
therefore, not an objection to the claim that all conditionals with false antecedents are true.
In the same way, we can stipulate that al conditionals with true consequents are true without
thereby closing off the chance of understanding why only some of them are assertible. The
line drawn here between opinion and fact may seem arbitrary. But there are distinctions to be
made between misleading, misjudging and lying which alternative schemes would struggle to
accommodate.

IV Objections and Cases

As noted above (Section 1), it is often claimed that conditionals like 1) and 2) are
different in some fundamental other than an implicature about their antecedent.* But the
differences between 1) and 2) are due to the different attitude towards «Booth did not kill
Lincoln» of which the implicature is an expression.

With 1), the conversation is on the basis that in the actual world Booth did not kill
Lincoln. We can then consider the fact as to whether or not someone else killed Lincoln. This
fact about the past determines the truth of the conditional. In 2), there is a presumption that
Booth did kill Lincoln. We must then consider the question of how things would be different
for other peoplekilling Lincoln if they had been different for Booth doing so. Thereis no fact
about the past or present (or even future) available to help us here and we do not look for one.
Where the antecedent is presumed false, we almost invariably lose interest in the truth of the
conditional. We swap truth for other standards of assessment and the reason for the change
IS our assumption of the unassertibility of the antecedent.

Thereis afurther question which may be raised here about whether conditionals like 2)
have truth conditions at all. An approach which allows some other elements than truth in
assertibility is essential both to explain the non-assertibility of statements whose truth no one
would deny (many theorems of mathematics or formal logic, for example, are assertible in

4 See, for example, Lewis [6] p3, and Appiah [7] pp 164-5.
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only atiny number of situations) and to explain the wrongness of misleading someone without
telling adirect lie. Y et we cannot ignore the fact that truth-conditional falsity always bars
assertibility. «Booth did not kill Lincoln, and neither did anyone else» is a clear denial of 2)
just because it entails the falsity of 2). This suggests ascribing to all conditionals the truth
conditions of MI which can be seen as necessary but not sufficient for their assertibility. That
the implicature of afalse antecedent carried by some conditionals is enough to direct the
hearer to considerations other than truth does not mean that there is no use for truth
conditions. First, if the antecedent of a conditional like 2) turns out to be true, then the truth
of the conditional is decided in the usual, truth functional way. Secondly, in formalising we
are a\ways interested in truth, and it would be churlish to refuse to allow this notion of truth
to decide the matter when there is no conflicting interest.

Adams’ points out that there are truth-functionally valid inferences of which the premises
may be assertible while the conclusion, a conditional, is not. According to Adams, his
examples are not convincingly explained by conversational implicature. Based on the account
given above, Adams examples admit of the following explanations.

(i) Adams takes two sentences, A and B:

A. It will not rain in Berkeley next year.

B. It will rain in Berkeley next year.

He says that we would not infer «If A then B» from not A or from B. In this case, A and

B entail each other’s negation. There is on my version of the conversational theory a

particular objection to the assertion of «If A then not A» which isthat it has an

implicature of «If not A then not not A» which entails A which isfalse. Thisison top
of the question of why we should want to make such an inference. Outside a book of
logic puzzlesit is hard to imagine being interested in the question of whether to accept

that conditional or its negation beyond deciding between A and not A.

(i) Adams says that for the following A and B we might assert «If B then not A» but would

not infer the contraposition, «If A then not B»:

A. There will be aterrific cloudburst tomorrow.
B. It will rain tomorrow.

Thereis here an additional premise, «If A then B,» which isimplicit in any discussion

of cloudbursts. If we do assert «If B then not A» we mean to convey «not A» and this

is done by the normal truth-functional rules according to which «not A» follows from the
two premises. Given «not A», we would not assert «If A then not B» despite its literal
truth because the presumption of not A leads us to consider other things than truth. We
have no interest in making purely logical deductions about the consequences of false
antecedents. In these cases we move on to consider other evidence than facts and other
standards of assessment than truth.

(iii) Adams says that we do not reason from «A or B» to «If not A then B» with the

following A,B:

A. It will rainin Berkeley next year.

B. It will snow in Berkeley next year.

The implicature of connection which comes with the conditional is one reason why not.

«If not A then B» implicates «If A then not B» and so we have «A or B but not both»

which is most likely to be unassertible in this case. A related reason is the implicit

premise «A» which turns «If not A then B» into a conditional the truth of which derives
from the falsity of its antecedent and so is not a good standard of assessment.
(iv) Adams has two examples of hypothetical syllogism. In the first these sentences are used:

®  SeeAdams[8] Chil.
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A. Smith will die before the election.

B. Jones will win the election.

C. Smith will retire after the election.

Adams notes that we do not move from the premises «If A then B» and «If B then C»

to «If A then C». The reason is simple: the two premises are not assertible together in

any one context. Once the question of Smith dying before the election is raised, we would
not assert «If B then C» until we had decided that «not A» was assertible. The high
probability of each of the premisesis not an issue in deciding whether to assert them. In
conversation, the important considerations for judging conditionals for which the facts are
not (yet) available are the ones which are raised in the conversation or are taken as read
by the parties.

In his other example, Adams has

A. Jones will study.

B. Jones will pass.

C. Jones will graduate.

Here we can move from «If A then B» and «If B then C» to «If A then C». The reason

isnot Adams’, which is that the first premiseisimplicit in the second. It isthat thereis

no conflict here. The truth functional rules do apply when there are no inconvenient
implicatures or antecedents presumed to be false.

(v) Finaly, with A,B,C as for the Smith and Jones election example, Adams says that we
cannot reason from «If (A or B) then C» to «If A then C», noting that the premiseis,
although highly probable, intuitively absurd. This absurdity is what Adams claims cannot
be explained by implicature.

But on the conversational theory, high probability is not even a prima facie reason for

assertion. «If (A or B) then C», when «If A then not C» is assertible, is odd because it

is uninformative with no commensurate gain in clarity or brevity. What is meant is «If

B then C» and if we do not introduce probability, then no urge to assert «If (A or B) then

C» emerges.

An objection to such explanations is that we do not always assert the stronger, or more
informative, of particular options. Jackson, for example, says that «If the sun goes out of
existence in ten minutes time, then the earth will be plunged into darkness in about eighteen
minutes time» is assertible despite being only marginally more probable than the negation of
its antecedent which would be stronger®. But we can consider the consequences of antecedents
which we take to be false regardless of how probable their falsity is. And in any case, with
the implicature of connection between consequent and antecedent, a conditional is not aways
less informative, even though it may be logically weaker, than the negation of its antecedent.
The cases where a conditional is unassertible due to being uninformative are those where the
implicatures which go with the conditional are not appropriate, perhaps because the negation
of the antecedent is all that is meant. For Jackson’s example, there will be some occasions on
which the conditional will be assertible, and others on which the negation of the antecedent
will be. What decides between these types of occasion is the content of what is being
discussed. Assertions should be relevant as well as informative.

Appiah ([7] Ch8) also adduces an example against the principle of asserting what is more
informative rather than what is less. He suggests that | can say «John or Mary will arrive
soon» while believing that it is far more likely to be John. The circumstances of this utterance
are that either one of the couple is required for a meeting. While the assertion is logically
weaker than «John will arrive soon», it is more relevant because the interest isin the arrival

¢ Jackson [9] pp 566-7.
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of «John or Mary» as an entity. In another context in which John and Mary have different
roles in the meeting, Appiah’s sentence would be misleading due to being uninformative,
because it would then be relevant to consider whether or not John will arrive soon.

Other conditionals which have been thought problematic for a unified conversational
account are those like «Y our essay is abit short thisweek, if you don’t mind me saying so»
or «If you are hungry, there are biscuits on the table.» These illustrate well that English
conditionals deal in assertibility and not just truth. If you do mind or are not hungry, then |
would not assert the respective consequents of those conditionals. I do not withdraw my belief
in or assent to the consequents, only my assertion of them.

V Other Accounts

The account | have given of conditionals may be criticised for vagueness. Other accounts
like those of Adams or Lewis give more specific criteriafor the assertibility of conditionals
in terms of probability and spheres of possible worlds respectively.

Adams suggests that inferences should be assessed by the principle that it should be
impossible for the premises to be probable and the conclusion to be improbable. The
probability of a conditional, «if A then C», isheld to be the probability of C given A, p(C/A),
whichisp(A & C)/p(A). Where this probability is high, broadly speaking, the conditional is
assertible. This account is only meant to apply to conditionals like 1).

The attraction of this account is due to its attempt to make clearer the nature of the
connection between antecedent and consequent which isindicated by the use of a conditional.
It makes the connection into something within the grasp of logicians. However, it takes it out
of the grasp of the users of English conditionals. Competent speakers do assess assertions for
relevance, informativeness and support by appropriate evidence (even though they may be
unable to describe these practices of assessment in much detail), but hardly ever for high
probability. The reason why they do not poses another problem for a probabilistic scheme. In
so far as the account is restricted to conditionals about past events, all probabilities involved
are 1 or 0, and the criteria do not diverge from truth-conditional criteria. In so far aswe are
considering future events or general laws or counterfactual events, it is hard to see how the
relevant probabilities could be calculated short of providing a complete description of the
universe at the relevant time along with a probabilistic theory of changesto it through time.
It might be neater if our practice of assessing evidence was based on measuring or intuiting
probability, but for most purposesit is not plausible to say that it is.

Lewis suggests that conditionals like 2) are true just when the relevant M1 holds at all of
the nearest possible worlds to the actual world. Thisis a plausible working out of the
circumstances in which these conditional s are assertible because it retains the vagueness of
the conversational view. It seems attractive because it provides aformal framework for their
manipulation which avoids the perception of awkwardness involved in counting all
conditionals like 2) astrue so long as their antecedents are false.

The central difficulty with possible worldsisthat it is no easy matter to specify which
worlds are closer. The nearest world in which Booth did not kill Lincoln is that in which what
is changed from the actual world isjust that which the parties to the conversation recognise
as needing to be changed. We do not have to build in our minds a fully working, consistent
model of a possible world. We just notice those aspects which interest us for the moment.
Attributes of the possible worlds are therefore inescapably context relative. Closeness of
worlds can be felt within a conversation, but cannot be objectively measured by logicians
outside it. For this reason, possible worlds provide only a framework for analysis, and not
much content.

Our ability to use conditionals with impossible antecedents is an additional problem for
Lewis' s approach. We can use sentences like «If Godel’ s Incompl eteness Theorems had been
false, then formalism would have been more attractive». This use is not explicable within
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Lewis s framework, which must be limited to conditional s with antecedents presumed to be
false, but which are possible.

Thereis also adanger of aregressin analysing conditionals by possible worlds. Full
descriptions of worlds could not be given without using conditionals like 2) which bring in
anew infinity of possible worlds and so more conditionals and so on.

VI Conclusion

Assertibility is best viewed as being a property of an utterance by a particular personin
the context of a particular conversation. It should be ascribed to conditionals which do not
breach the Cooperative Principle and which do not carry uncancelled implicatures which are
unassertible. Truth is one of the requirements of the cooperative principle and is ascribed to
each conditional asit would be for its equivalent M.

The conditionals which are relevantly like 2) are those the antecedents of which are
assumed in the conversation to be false. Because of this assumption, thereis a special problem
in saying what kind of evidence is appropriate for supporting such conditionals as thereis no
fact which could decide them. The solution to this problem would be a description of our
practice of assessing such statements for support, coherence or plausibility. This practice does
not reduce to aformal analysis and it is therefore not possible to use a description of it to
replace the MI notion of truth. The attempt is also misguided because assertibility depends on
other factors as well astruth.

| have not given the full content of an analysis of conditionals here. What | have tried to
do is to suggest that the Gricean conversational framework is adequate to contain such an
analysis and that the temptation towards more precise, but restricted, analyses should be
resisted. All conditionals, like other assertions, must adhere to the Cooperative Principle and
thisisthe basis for their assertibility. The unusual implicature of the conditional form is of
a connection between the antecedent and consequent. | have suggested that this connection
should be specified as being that «If A then C» implicates «If not A then not C».
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Ted A. Warfield (1998) has presented a new version of the Putnamian® argument for the
conclusion that we are not brains in a vat (henceforth BIVs).? Warfield’s version relies on
widely held views about content externalism and self-knowledge, but he intends his version
to avoid reliance on other, more questionable background assumptions which other versions
have made. Anthony Brueckner (2001) claims, however, that Warfield’s version fails. In this
paper | will argue that, even if Brueckner’s reply succeeds, it leaves room for a new version
of the argument. The new version relies on assumptions no more objectionable than
Warfield’s, yet it is immune to Brueckner’s objection.

Warfield’s version of the argument goes as follows (Warfield, 1998, p. 129):
(A) 1 think that water is wet. [Self-knowledge]

(B) No brain in a vat in an otherwise empty world can think that water is wet.
[Externalism about content]

(C) So, I am not a brain in a vat in an otherwise empty world. [A, B]

This kind of a version of the BIV argument was, as far as | know, first suggested by
Thomas Tymoczko (1989).

Warfield’s version avoids reliance on two questionable assumptions. Firstly, we need not
assume the implausibly strong externalist thesis that «one can think about Xs only if one has
had causal contact with instances of X.» (Warfield, 1998, p. 130) Here Warfield’s version
departs from what seems to be Putnam’s own most recent formulation (Putnam, 1992). It is
easy to see that this externalist thesis is implausible — otherwise we could prove that we have
had causal contact with unicorns or phlogiston, on the basis of the apparent fact that we can
have thoughts about them. Since we can have thoughts about entities with which we have not
had causal contact, (B) does not follow from the mere fact that there is no water in the BIV
world. Warfield (1998, p. 131) presents two ways in which one might think about water
without having interacted with water. First, one might theoretically construct the concept of
water from the concepts of hydrogen and oxygen. Second, one might defer to others in one’s

! Putnam, 1981, Chapter 1.

2 The sceptical scenario under consideration here is one according to which all sentient beings are
permanently brains in a vat, hooked to a computer which just happens to produce in them sensations of
exactly the kind we experience. To simplify the discussion, we will further assume that there is nothing else
in the world, and that there is no designer of this setup — it just happened to pop into existence. Like
Warfield and Brueckner, | will restrict my attention to this case, and ignore other sceptical scenarios (such
as cases of recent and/or temporary envatment).
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language community. But Warfield claims that neither of these ways is available to the BIV
— first, we are assuming that there is no hydrogen or oxygen in the BIV world; second, there
are no expertson ‘water’ for the BIV to defer to. So (B) seemsto follow without reliance on
the implausible principle noted above.

Secondly, Warfield avoids taking a stand on the question of what, if anything, the BIV's
words or concepts refer to. Many versions of Putnam’s argument rely on the assumption that,
for example, the term ‘water’ (or the corresponding concept), as used by the BV, refersto
the computer states responsible for its ‘watery’ experiences, or to phenomenal images.®
Warfield’ s version only assumes that the BIV’ s water-thoughts are not about water. And this
much, Warfield claims, follows from the externalist considerations above.

Brueckner objects that, in assuming (B), we are assuming that we are not in the same
predicament with ‘water’ as we were with ‘phlogiston’:

In defending [B] without reliance upon any problematic existence assumptions, | must countenance the

possibility that my term ‘water’ ison a par with my ‘phlogiston’. But if there is no water and ‘water’ thus

failsto refer to any existing natural kind, then nothing in content externalist theory allows me to argue that
abraininavat is barred from thinking that water is wet — barred from thinking exactly what | am now

thinking viamy sentence ‘Water iswet’. (Brueckner, 2001, pp. 111-112)
Hence, according to Brueckner, Warfield is covertly assuming that water exists.

One might disagree with Brueckner about whether the BIV and | would think the same
thought via ‘Water iswet’, were ‘water’ to fail to refer. In other words, one might try to
respond to Brueckner by arguing that even if both our ‘water’ and the BIV’s ‘water’ fail to
refer, it does not self-evidently follow that our water-thoughts and the BIV’ s water-thoughts
have identical contents, and count as the same thought.

However, | will not attempt such an argument here. Rather, | will suggest a new argument
which, like Warfield's, relies on neither of the two assumptions noted above, but isimmune
to Brueckner’ s objection against Warfield. My version does, however, rely on the following
equivalence principle:

(EP) If there are Ps, my concept of P refersto Ps.

(EP), it seems to me, can be known to be true a priori by any thinker. The first person
formulation is crucial: |1 can know that, if there are Ps, my concept of P refers to them. But,
of course, the externalism supported by Twin Earth thought experiments entails that someone
else’s qualitatively identical concept may in fact not refer to Ps, if her environment is
different.

Warfield (1998, p. 134) considers aprinciple closely related to (EP), as a possible premise
in anti-BlV arguments, but concludes that such an argument will be «difficult to provide»
(ibid.). However, here is such an argument:

3 Asit happens, | find it plausible to claim that the BIV term ‘water’ does refer to states of the

computer, and that an anti-BIV argument could be based on this assumption (see Tymoczko, 1990 for what
| take to be the most promising argument of this kind). Warfield (1998, p. 131) objects to this line of
reasoning: «I am not willing to argue that ‘water’ in my language refers to water while ‘water’ in the
language of a[BIV] does not because [...] thiswould require me to offer apriori reasons for thinking that
my ‘water’ thoughts are referential .» This, however, misses the point. All that this form of the argument
would require isthat the BIV's ‘water’ refer to computer states, and that our ‘water’ not refer to computer
states.
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(2) I have the concept VAT, [Self-Knowledge]

(2) Either there are vats or there are no vats. [Law of Excluded Middl€]
(3) If there are vats, my VAT refersto vats. [EP)

(4) If there are vats, the BIV’s VAT does not refer to vats. [Externalism]
(5) If therearevats, | amnot aBIV. [1, 3, 4]

(6) If there are no vats, there are no BIVs. [Definition of ‘BIV’]

(7) If thereare no BIVs, | am not aBIV. [Universal Instantiation]®

(8) If thereareno vats, | an not aBIV. [6, 7]

(9 lamnotaBIV.[2,5, §]

(4) seemsto follow from the same line of reasoning as Warfield gave for (B). The BIVs,
we are assuming, have not had causal interaction with vats. Were they to be able to refer to
vats, the reference would have to arise in some other, indirect way. Clearly deference to other
membersis out of the question. Could the BIVs VAT come to refer to vatsif they constructed
it from other concepts? For example, could they not refer to the vat in which they are with
the definition «the container in which | am»? Maybe they could, maybe they could not. But
note that even if they could, and their VAT were associated with this definition, that would
mean that their VAT would not be qualitatively identical to our VAT — for our VAT is not
associated with such a definition. Our VAT refers to the kind of thing we have had causal
interactions with (assuming, as we do in the antecedent of premiss 4, that vats exist).®

In this argument, it is crucial that we are discussing vats and not, for instance, water —
there is no suitable analogue of (6) for water. For a version which employs WATER to work,
we would need to show that the BIV’s WATER denotes something — most plausibly, the states
of the computer to which the BIV is connected. But this would be to diverge from Warfield's
original project of not relying on such assumptions. By stating the argument in terms of VAT
instead of WATER, we avoid Brueckner’ s objection. If our VAT failsto refer, that can only be
because there are no vats, and hence no BIVs; if it does refer, the externalist considerations
above show that the BIV’s VAT cannot refer to vats. Either way, we can know that we are not
brainsin avat (of the Putnamian kind).

Finally, it might be objected, have we not just described a counter-example to the
equivalence principle (EP)? Isn’t the BIV scenario one in which there are vats, but VAT does
not refer to vats? This objection would miss the importance of the first-person formulation of
(EP). The principle holds of our VAT in the BIV scenario, because the concept refers to all
and only the vats we are assuming to exist. On the other hand, the BIVswould also be correct
in believing (EP) — that is, they would be correct in thinking ‘ If there are vats, my concept
of vats refersto vats', because none of the occurrences of ‘vat’ in that sentence would refer
to the vat in which they are.

4 | use small capitalsto refer to concepts.

®  Tobe precise, use of Universal Instantiation here requires the further premise ‘| exist’.

¢ Our BRAIN may be different in this respect, and perhaps the same argument could not be run on BRAIN.
One might claim that one’ s BRAIN isjust the concept of «that organ in which my thought processes occur»,
although | have doubts about whether the BIV's concept ORGAN would count as the same concept as ours.



SORITES Issue #14 — October 2002. 1sSN 1135-1349 18

My argument does not establish that our VAT in fact does refer, or that any of our
concepts refer. But, if sound, it does prove that our thoughts about BIV s of the kind discussed
here are not about us. Of course, one might also take this to be an argument against the
compatibility of self-knowledge and content externalism and claim that, if the conjunction of
these theses enables us to deduce that we are not brains in a vat, the conjunction must be
false.” However, here | echo Warfield’s (1998, pp. 137-140) sentiments. The argument given
here is not a general refutation of sceptical scenarios, but a highly restricted one. | grant that
it may be surprising that such an argument can be given. But if one feels that the premisses
have considerable independent plausibility (as many do), the possibility of an argument of the
kind given here should not lead one to abandon them.®
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" Thiswould be to treat the argument as an instance of the so-called ‘McKinsey recipe’ (McKinsey,
1991; Boghossian, 1997). One should note, however, that the purported conclusion of these argumentsis
that one could know a priori that, for example, water exists. | agree that such facts cannot be known a
priori. But the conclusion of the anti-BIV argument is considerably weaker.

8 This paper was written while | was visiting the Research School of Social Sciences (RSSS) at the
Australian National University. | wish to thank the RSSS, the Alfred Kordelin Foundation, and the
Academy of Finland for making the visit possible. | am also grateful to the following people for comments:
LisaBortolotti, Philippe Chuard, Nic Damnjanovic, and Stewart Saunders.
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0. Prefatory Note

For the sake of simplicity in this paper | am going to use expressions of cognitive process
and propositional attitude, such as «reason,» «know,» «suspect,» «remember,» and «think,»
without elaboration in referring to robots. In doing so, | do not mean to be taking a position
on the question of whether or not robots can actually reason, think, remember, suspect, or
know in the same way humans can. | simply wish to avoid the complexity of saying, for
example, that a robot «believesg,» where «believesy» is defined as «is in the robotic state
which corresponds to the state of mind of a human who believes.» | do think the question of
whether or not entities like robots or non-human animals can have propositional attitudes and
engage in cognitive processes is an interesting one, but | do not think that it has to be
answered before issues regarding the use of «if...then» by robots can be resolved, and | do
not propose to try to answer it here.

1. Introduction

We are going to have robots that reason. The scientific, commercial , and military motives
for building them and letting them work with some degree of autonomy are going to prove
irresistible. But this means that if we want to avoid awkward or even disastrous consequences,
we must program these robots to make only valid, humanly intelligible inferences. And this
may not be a simple thing to do where «if...then» is concerned. Conditional («if...then»)
statements are extremely important in human communication, but their analysis has long been
a source of disagreement among logicians. In the present paper, | argue that unless we wish
to court disaster, we cannot let our robots use the most widely accepted rules of inference
concerning conditional statements and I propose alternative rules that | believe will stave off
disaster.

There is at present a long list of commonly accepted «rules of inference» for what is
commonly called «statement logic.» These «rules» are in essence analytically true statements
of entailment relations between statements that contain expressions such as «not,» «or,» «and,»
«if...then,» and «if and only if.» Because these analytically true statements are statements of
fundamental truths of logic, | shall refer to them as axioms. Some statement-logic axioms
express one-way entailment relations, saying that statements of one sort entail statements of
another sort. Others express two-way entailment relations, saying that statements of a first sort
entail and are entailed by — and thus are equivalent to — statements of a second sort. If, as
is usually done, pairs of similar statement-logic axioms are counted as a single axiom, the
total number of commonly accepted axioms is eighteen. If each axiom were to be counted
separately, the total number would be twenty-four. Fewer than half of these axioms involve
conditional statements. Using a single-headed double-barred arrow (1) to indicate one-way
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entailment and a double-headed double-barred arrow (=) to indicate two-way entailment,
those which do can be represented as follows:

M odus Ponens (POgOp) O g

Modus Tollens (pOgq O ~p

Hypothetical Syllogism ((pOq)(qOr)d (pOr)

Congtructive Dilemma ((p 0 g)(r O s)A(p Or)) O (qUs)

Transposition (pOQ) = (~qU~p)

Material Implication (POQ = (~p0OQ)

Material Equivalence (p=q) = (pUOQg) O(gOp)
(pP=0) = ((pOo) O (-pC~))!

Exportation ((pOg) Or) = (pO(qOT))

If our robots are not to make serious mistakes in reasoning with conditional statements,
some of these axioms will have to be given to them in atered forms. In the following sections
| shall illustrate the sort of problems that will arise if robots are allowed to use all these
axioms without alterations — and shall suggest alternative axioms that can preclude the
problems. In a sense, this will involve putting certain axioms «off limits» to robots,
establishing what might be called alist of «forbidden inferences.»

2. Material Implication

Among the classic statement-logic axioms, one real potential trouble maker isthe one
commonly known as «Material Implication.» In its traditional form it encapsulates an analysis
of conditional statements that has been widely used by logicians since early in the twentieth
century — and which in fact goes back to Philo of Megara in the fourth century BC.?
According to this analysis, when we say «If a, then b,» we are basically saying that either a
isfalse or b istrue. A conditional statement on this analysis, that is, is equivalent to the
digunction of the consequent with the negation of the antecedent. This core meaning has been
held to be common to the different types of «if...then» statements,® and it is this meaning that
the horseshoe ( [1 ) has been used to symbolize. In rendering «If & then b,» as«a [ b» , we
are taking the statement to mean ~a (1 b.

|'s there any reason why robots should not be allowed to use the Material Implication
axiom in its traditional form? The answer is definitely «Y es»: if they are allowed to do so,
their reasoning simply cannot be trusted. And there is not just one way in which the axiom
can cause problems: it can generate unacceptable inferencesin a variety of ways.

For one thing, application of Material Implication in conjunction with the axiom called
«Addition» (ad (ab)) can generate the infamous «paradoxes of material implication» —

! This second Equivalence axiom effectively involves conditionalization, since in the light of the first

Equivalence axiom it equatesto ((p 0 q)0(q O p)) = ((pUq) O (~p~q)).

2 See David H. Sanford, If P, then Q: Conditionals and the Foundations of Reasoning (London:
Routledge, 1989) 14-26.

3 See, for example, Howard Kahane and Paul Tidman, Logic and Philosophy: A Modern Introduction

(Belmont: Wadsworth, 1995) 25.
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in which one finds that any true statement is materially implied by absolutely any other
statement, and that any false statement materially implies any other statement whatsoever!
Suppose, for example, that arobot, (I, knows that Ms. Gonzales isin Paris. (The statement
Pistrue.) With Material Implication and Addition, [ could reason as follows...

1 Sheisin Paris. P Known
2 Either she’snot in Germany or she'sin Paris. ~GOP 1,Addit., Commutat.
3 So if she’'sin Germany, she'sin Paris. GOP 2; Materia Implication

If O realizesthat G isfalse — sinceto be in Parisis not to be in Germany — [ might
phrase 3 counterfactually — in terms of what would be the case if G were true: «If she were
in Germany, she would be in Paris.» But that would hardly alleviate the paradox. And of
course, U could similarly infer that she would be in Paris if she werein Spain, India, or on
the moon! Clearly something isn’t right here.

When statements known to be false are involved, the results of using Material Implication
together with Addition can be just as bizarre. A robot can easily reach the conclusion that
contrary counterfactual conditional statements are both true. Suppose [1 knows that a certain
stock did not go up. (The statement U is false.) Material Implication and Addition would
permit the following peculiar line of reasoning...

1 The stock did not go up. ~U Known

2 Either it didn’'t go up or we made a profit. ~UQdP 1; Addition

3 So if it had gone up, we would have made a profit. UuoPpr 2;Material Implication
4 Either it didn’t go up or we didn’t make a profit. ~Uugd-~P 1; Addition

5 So if it had gone up, we would not have made a profit. uo-~pP 4;Material Implication

Presumably, we would not want to have [ thinking both 3 and 5! We could ill afford to
have our robots endorsing contrary assertions. Nor would we want them to reach a conclusion
like either line 3 or line 5 on the mere «evidence» that the stock did not go up!

However troublesome — and worth avoiding — they may be, such paradoxical results
are by no means the extent of the trouble that the use of Materia Implication in its usual form
can occasion.* Especially serious problems have been noted to arise when the axiom is applied
to statements involving negated conditionals. A beautiful example was presented by Charles
L. Stevenson in 1970:

Thisisfalse: if God exists then the prayers of evil men will be answered. So we
may conclude that God exists, and (as a bonus) we may conclude that the
prayers of evil men will not be answered.®

Using the original version of the Material Implication axiom, we must regard the conditional
G O Paslogically equivalent to ~G [J P and it’ s negation as equivalent to GL~P. It seems
that we have either a new proof of the existence of God or a serious problem with Material
Implication!

Evidently, reasoning such as this could make robots highly unreliable. Suppose we
instruct [, whom we have programmed to use Material Implication in its original form, to
monitor various transmissions for remarks on certain topics and to verify intercepts on those

4 For abrief discussion of problem cases, see Robert E. Rodes, Jr., and Howard Pospesel, Premises and
Conclusions: Symbolic Logic for Legal Analysis (Upper Saddle River, NJ: Prentice Hall, 1997) 261-66.

> «f-iculties,» Philosophy of Science 37 (1970): 28.
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topics by turning to areliable source (RS) — perhaps a human operator. Imagine then that one
day [0 encounters the assertion «If Jones was involved, Smith was involved.» Following
instructions, [ seeks confirmation from RS:

O: «lsittruethat Smith was involved if Jones was?
RS: «NO.»

The problem now isthat [, applying the standard axioms, can reason as follows:

1 It'snot truethat Smith wasinvolved if Joneswas. ~J0Oys) From RS

2 It'snot the case that either Jones wasn't involved or Smith was. ~(~J0OYS) 1; Materia Implication

3 Joneswasinvolved but Smith wasn't. JFS 2;DeMorgan,Double Negat.
4 Joneswasinvolved. J 3; Simplification

5  Smithwasn't involved. ~S 3; Simplification

This leaves [0 with two beliefs confirmed by areliable source: (1) that Jones was
involved and (2) that Smith was not. If later queried as to who was involved, O will reply
accordingly: Jones was, but Smith was not. And any decisions subsequently made by [1 will
be based on these conclusions. For instance, if instructed to distribute certain sensitive
information exclusively to individuals not involved, [ will send that information to Smith but
not to Jones.

But there is no reason to believe that RS in replying as it did meant to say that one of
the two individuals was involved and the other was not. RS’ s reply may have reflected no
more than the belief that Jones could have been involved without Smith being involved as
well. As a consequence of applying Material Implication, [I has acquired beliefs that could
well befalse.

Will this problem with negated conditionals arise only when arobot is told that some
conditional statement is false? Evidently not. There are various other ways in which a
reasoning robot could encounter negated conditionals. This could happen, for example, if a
robot thinking for itself applied the axiom Modus Tolens to a conditional statement with a
conditional antecedent. Suppose [J knows that if the object breaks when Jane dropsit, it isn’'t
made of plastic. A problem could arise if O learned that the object isin fact plastic and
proceeded to reason as follows...

1 Ifit breaksif shedropsit, it's not plastic. (DOB)O~P  Known

2 Butitisplastic. P Learned

3 Soit'snot the case that it will break if she dropsiit. ~(D OB) 1,2;DoubleNegation, MT
4 It'snot true that either shewon't drop it or it will break. ~(~D OB) 3; Material Implication

5 Shewill drop it and it won't break. DB 4;DeMorgan,DoubleNegat.
6 Sosheisgoing to drop the object. D 5; Simplification

O isthus left thinking that Jane is going to drop the object. By using the original Material
Implication axiom, U has arrived at a belief that does not follow from the premises and may
well be false. No careful human reasoner would infer the last line from the first two.

Use of the original Material Implication axiom on negated conditionals could also lead
robots to have false beliefs about the beliefs of others. Suppose [J monitors the following
conversation on the assumption that neither of the partiesis lying:

Smith: They won't attack unless they are threatened.

Jones. | don't agree.
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In this case, [ will understand Smith to believe that ~T [0 ~A and Jones to believe that
~(~T O ~A) , which by the original Material Implication axiom equatesto ~TA. [1, that is,
has Jones down as thinking that they will not be threatened but will attack. But Jones might
not have that belief at all: he might only (and in fact would probably only) believe that the
attack could occur without any threat being made.

Clearly, reasoning robots cannot be allowed to use the Material Implication axiom in its
traditional form: the problems that can result are just too serious. But then the question arises
as to what form of the axiom, if any, robots should be given. What | am going to suggest is
that they be given precisely half of it. Initsusual form, the axiom is a statement of two-way
entailment: (p J ) = (~p Q). And thisis of course equivalent to the conjunction of two
one-way entailment axioms: (pJ q) 0 (~pUqg)and (~pUq) O (p O q). Of these, | propose
letting our robots have only the first, putting the second, as it were, on the list of «forbidden
inferences.» | want to have them think, as does P. F. Strawson, that while conditional
statements entail disjunctions, disunctions do not entail conditional statements.® Obvioudly this
involves taking the position (or at least giving our robots to understand) that a conditional
statement means something significantly more than the disjunction of its consequent with the
negation of its antecedent. To say «If p, then g,» is, on this position, to say more than just
«Either pisfalse or g istrue.» But, at least insofar as statement logic is concerned, our robots
will get only the one-way entailment axiom (p 0 ) O (~p Jq). And to avoid confusion, in
fact, | think it may be best not even to use the name «Material Implication» in referring to
it. For want of a better name, | shall refer to it smply as «Deconditionalization.»

Furthermore, in the same interest of avoiding confusion, | think it may be a good idea not
to continue the traditional use of the horseshoe symbol ( [J) in representing conditional
statements. Use of this symbol goes back to Giuseppe Peano, who created it in 1891 by
turning the letter «c» around. He would use it, he said, to represent «b is a consequence of
a,» or «if athen b,» and in doing so he may well have meant to capture the full meaning of
«if...then.»” But since that time the symbol, slightly elongated in form and dubbed the
«horseshoe,» has become so thoroughly associated with the material implication interpretation
of «if...then» that to use it while placing half of the traditional Material Implication axiom
«off l[imits» could be badly confusing. According, | shall use the pound sign (#), rendering «If
p, then g,» as (p # q), with the understanding that conditional statements so represented retain
the full meaning of natural language statements — not just a part of that meaning, however
significant that part might be.

Two points should be noted here with respect to Deconditionalization. First, | am
continuing to put the right-hand side of the axiom in terms of a disjunction, though it could
just as well be put as the negation of a conjunction: p# q [0 ~(p[~q). And second, the axiom
can be conveniently taken as having a second line:

Deconditionalization: (p#g O (~pqg)
(pt~q) O ~(p#0q)

The second line, which evidently results from transposing the first and applying De
Morgan, may in certain cases allow robots to see the falsity of a conditional claim.

6 See Strawson, Introduction to Logical Theory (London: Methuen, 1952) 82-83.

7 «Principii di logica matematica,» Rivistadi matematica, 1 (1891): 1-10.
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Now the question is whether giving our robots Deconditionalization instead of Material
Implication will remedy the sort of problems already noted. | believein fact that it effectively
eliminates them. First of all, the paradoxes of material implication are prevented from arising.
With regard to the first example above, for instance, [I can infer that Ms. Gonzalesis either
not in Germany or elseisin Paris — but cannot get from that to the conclusion that sheis
(or would be) in Parisif sheis (or were) in Germany. Without the «off-limits» axiom (~p [
q) O (pUOq), ~G OPdoes not entail G [0 P. Nor could [, in the second example, get from
the knowledge that the stock did not go up to the conclusion that we would have made (or
would not have made) a profit if it had gone up. In the list of axioms [ is allowed to use,
thereis no longer one for going from a disunction to a conditional statement.

But might not robots still encounter the paradoxes if they are allowed to use the logical
technique known as conditional proof (CP) — assuming certain statements to be true and
reaching conclusions about what follows if they are? In particular, could not [J reason as
followsin the case of the first example?

1. She'sinParis. P Known

2. She'snotin Germany or else she'sin Paris. ~GOP 1; Addition, Commutation
3. She'sin Germany. G Assumed for CP.

4, She'sinParis. P 2,3; DoubNeg, Digj.Syll.
5. Soif she'sin Germany, she'sin Paris. G#P 3-4; CP

In other words, could not [ reach the same paradoxical conclusion even without Material
Implication by using conditional proof? The answer, | submit, isthat (I could not. The proof
above would not work because [J could not assume G on line 3. To do so would be, in effect,
to add a premise inconsistent with the premise on line 1. If Ms. Gonzalesisin Paris, sheis
not in Germany. And our robots cannot be allowed to assume things known to be false. [
would be instructed to reason only from consistent premises and so could not accept both
«Sheisin Paris,» and «She isin Germany,» as premises. Since in this case [1 knows the
former to be true, [J could not assume the latter.

Yetisn't it ever possible to assume something false (suppose it to be true) for the sake
of seeing what would follow? Could not [I reason about what would follow if Gonzales were
in Germany, saying, asit were, «We know she' s not in Germany, but what if she were?» That
could indeed be done, but no paradox would arise — because in supposing for the sake of
argument that she isin Germany, [0 would have to abandon the original premise that sheis
in Paris. «Very well. We'll suppose she’sin Germany and not in Paris.» And without P, the
argument that generated the paradox would not go through.

Similarly, CP could not be used to revive the paradox from the second example either:

1. Thestock isn’t going up. ~U Known

2. Eitheritisn't going up or we'll make a profit. ~U OP 1; Addition

3. It'sgoing to go up. U Assumed for CP.

4, Wewill make a profit. P 2,3; DoubNeg, Disj.Syll.
5. Soif it goes (were to go) up, we' [l make (would make) a profit. U#P 3-4,CP

Here it is obvious that [J cannot make the assumption in 3: it directly contradicts the
premise on line 1.

The point is really quite general: robots will have to be instructed not to accept any
statement as afact or an assumption unlessit is consistent with all statements already accepted
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as facts or assumptions. Before committing any statement to memory as true, reasoning robots
will have to check for the consistency of that statement with all other statements already held
to be true. We cannot expect robots to reach acceptable conclusions if we permit them to
tolerate inconsistency.

It may be worthwhile to note at this point that with Deconditionalization replacing
Material Implication there seems to be no need to tell our robots anything at all about
«possible worlds» in conjunction with conditional statements. The elaborate analyses
introduced by David Lewis and Robert Stalnaker® will not have to be taken into consideration
in order to have robots use «if...then» correctly — even in counterfactual cases.

And what now of the problems that can arise from the use of Material Implication in
conjunction with negation? Our robots will not encounter them, | think, so long as they stick
to using Deconditionalization instead of Material Implication. The reason is simple: without
the two-way entailment, robots will not be able to get from ~(p # q) to pl~g. They will not
find «Thisisfalse: if God exists then the prayers of evil men will be answered,» equivalent
to «God exists, and the prayers of evil men will not be answered.» By the axioms permitted
them, ~(G # P) is not equivalent to G[I~P. Nor is «It’s not true that Smith was involved if
Joneswas,» ~( J# S), equivalent to «Jones was involved, but Smith wasn’t,» J{~S.

A question of course arises as to just what we should tell our robots the negation of a
conditional statement is equivalent to — if not the conjunction of the antecedent with the
negation of the consequent. The answer, | believe, is that we cannot tell them that the negation
of aconditional is equivalent to anything that can be expressed in statement logic. «If athen
b,» means something significantly more than «Either aisfalse or b istrue,» so to deny that
«If athen b,» istrueisto do something more than assert that aistrue and b is not. And the
something more cannot be put in terms of simple statements and logical operators. In
statement logic, it appears, our robots cannot have any axiom of the form «~(p#q) = ...».

But will they at least have an axiom of the form «~(p# q) O ...» so that they can infer
something from the negation of a conditional statement? | am afraid the answer is that we
cannot give them any such one-way entailment axiom in statement logic either. As| have said,
in asserting «If athen b,» oneis asserting more than «Either aisfalse or b istrue.» The latter
is, to be sure, part of what one means — as is explicitly acknowledged by
Deconditionalization ((p#q) O (~p 0Q)). But ~a0bisonly part of what is asserted when
one asserts (a# b). So when (a# b) isdenied, it is not necessarily the casethat ~abis
being denied. By analogy, in asserting that Jones is a bachelor, one is asserting both that Jones
isaman and that Jones is unmarried — so that, if | say «Jonesis not a bachelor,» | am not
necessarily saying that Jonesis married. (I may be denying that Jonesis a man.)

What then are robots to do when they encounter the negation of a conditional statement?
Humans, after all, are not stopped cold by such an encounter! If we want our robots to reason
like humans (who are reasoning correctly, that is), we cannot |eave them stymied when
conditionals are negated. We have to tell them how to proceed in such cases.

Consider first the sort of case in which the truth of a conditional is denied by someone
with whom a robot is communicating. Here the robot can simply ask for an explanation,

8 See Lewis, «Counterfactuals and Comparative Possibility,» and Stalnaker, «A Theory of

Conditionals,» both in William L. Harper, Robert Stalnaker, and Glenn Pearce, eds., Ifs (Dordrecht: D.
Reidel, 1981) 41-85.
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inquiring — as it were — why the other party (OP) believes the conditional in question to be
false. In practice, this will involve asking whether the other party believes something that
would entail ~(a# b). In most cases, if OP believes a conditional statement isfalseit will be
because OP believes (1) that the contrary of the conditional is true or (2) that it is possible
for the antecedent of the conditional to be true while the consequent isfalse. So in most cases
our robot will be able to proceed by formulating questions about just these two possibilities.

If, however, we want to represent these questions symbolically, we will have to go
beyond statement logic, since while the contrary of (a# b) can be represented in statement
logic as (a# ~b), a symbolic representation of the assertion that the antecedent can be true
without the consequent being true requires a symbol for possibility. We need to represent the
statement «It is possible that al ~b». Moreover, we cannot use the ordinary possibility operator
of modal logic (©), since this symbol is usually used to represent logical possibility. If we
wrote «¢(all~b),» we would be representing «It is logically possible that all~b.» But the
possibility that our robot has to ask about when a conditional statement is denied is not limited
to logical possibility. We need, accordingly, a symbol for possibility in general. For ease of
understanding, | will use ablack diamond (#) for this purpose. The possibility it represents may
be logical possibility — or may be possibility of some other sort:

1) They may not get here by five.
4[~(They will get here by five.)]
+(~G)

2) Shemay have read the report.
4 (Sheread the report.)
+(R)

Similarly, if our robot has to speak of certainty in discussing conditionals, a black square
(m) will be used to indicate certainty in general, as opposed to logical certainly in particular:

1) They will get here for sure by five.
B (They will get here by five.)
H(G)

2) Shedefinitely read the report.

B (She read the report.)
H(R)

Naturally, we will also have to provide our robots with a general Possibility-Certainty
axiom to the effect that ~¢(p) = B(~p). Thus «It’s not possible that they will get here by five,»
~4(G) , will be interpreted by robots as equivalent to «It is certain that they will not get here
by five,» B(~G).

In asking about beliefs that would entail the negation of a conditional, our robots are
going to be relying on certain other axioms that we ought to make explicit at this point and
which, in fact, are not hard to state in statement logic augmented by general possibility and
certainty operators. A first additional axiom, which can be called Conditional Contrariety,
merely notes the fact that if a conditional statement istrue, its contrary must be false:

Conditional Contrariety (p#q) O ~(p#~Qq)

Loosely put, if the truth of afirst statement (the antecedent) means that a second
statement (the consequent) istrue, it is not the case that the truth of the first statement means
that the second isfalse. If it isthe case that you will win if you enter the contest, it is not the
case that you will not win if you enter. If it istrue that she would go to Parisif she did not
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have to go to Chicago, it is false that she would not go to Parisif she did not have to go to
Chicago. Our robots will have to be able to make inferences such as these.

A second additional axiom for the inference of the negation of a conditional records the
analytic truth that a conditional statement isfalseif it is possible for its antecedent and the
negation of its consequent both to be true: 4 (pt~q) O ~(p # Q). Interestingly, this axiom
embodies an important part of the interpretation of «if...then» proposed by the Stoic
Chrysippus, who headed the Stoic School in Athens after Zeno and Cleanthes in the third
century BC. What Chrysippus apparently held was that a conditional proposition is true when
(and only when) it isimpossible for its antecedent to be true and its consequence false.® This
means he would endorse both the axiom just stated and another that | am not willing to let
our robots have: ~4(plJ~q) O (p # q). (Giving them that would only, | fear, lead them into
more paradoxes.) Still, out of historical deference, | think we can refer to the axiom | am
proposing to give robots by his name:

Chrysippus ¢(pt~q) O ~(p#0)
(p#0q) U ~4(plq)
The second line, of course, is merely the first line transposed.

It may be worth while noting that with Chrysippus, our robots will have an alternate
«route» from ~plq to ~(p # q) — in addition, that is, to that employing the second line of
Deconditionalization. In all probability we will have to give our robots a modal axiom
concerning the relation between what is and what is possible (in the general sense of
possibility):

Actuality-Possibility pl 4p
~¢plL ~p

(Here again, the second line of the axiom is merely the first line transposed.) But by
applying this axiom, robots can reason from ~pllq to ~(p # q) without using
Deconditionalization:

1 Smith was at the meeting and Jones wasn't. S~J Discovered

2 Soit was possible for Smith to be at the meeting without Jones 4 (S~J) 1; Actuality-Possibility
being there.

3 Soit'snot the case that Jones was there if Smith was. ~(S#J) 2; Chrysippus

Now we can return to the question of how to have robots respond when the other party,
with whom they are communicating, negates a conditional statement. In the abstract, then, a
robot could respond as follows:

OP: ~(A #B)
: Doyou think that (A # ~B) or that (A[;~B) or that ¢(A[+B)?

Here, O isinquiring about beliefs which OP might have that would entail ~(A # B). Now
consider the following concrete example:

9

1970) 80.

Josiah B. Gould, The Philosophy of Chrysippus, (Albany: State University of New Y ork Press,
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OP It'snot the case that if they drink that beverage they will get sick. ~(D#Y9)

0 Do you mean that they can drink it without getting sick — or that if they drink 4 (D~S)?
it they won't get sick? (D#~97?

OP | mean it’s possible for them to drink it and not get sick. 4 (D9

Notice that [1 does not even have to ask whether OP believes that D[S, OP clearly does
not have to believe that they are going to drink the beverage and not get sick in order to think
itisfalsethat D # S. And if as a matter of fact OP does happen to be convinced that the
parties in question are going to drink and not get sick (D+S), OP can be assumed to be using
the Actuality-Possibility axiom too, and thus to believe (or at least to constructively believe)
that 4 (D[1~S). So the two aternatives suggested by [1 are sufficient. The truth of either would
entail (and thus explain the belief of OP) that ~(D # S). After OF s responds, UJ will know
what OP is thinking.

There will also be casesin which the party who denies the truth of a conditional does so
because of the belief that its contrary istrue:

O: If wetakethisroad, will we get to the camp? (R#C)?

OP No. ~(R#C)

0 Do you mean that we can take this road and not get to camp — or that 4 (RO~C)?
wewon't get to camp if we take it? (R#~C)?

OP | mean we won't get to camp if we take thisroad. R#~C

Here again there is no point in [ inquiring whether OP thinks that RC~C. OP may not
know whether the road will be taken or not, but OP is definitely of the opinion that taking it
would prevent getting to camp. By asking such questions when a conditional is negated by
some other party, arobot can at least avoid mistaken conclusions as to what that party
believes.

|'s there nothing else that the party denying a conditional might mean? If fact, in rare
cases, when inquiring why OP denies that (a#b), [ may find that OP thinks neither that a#~b
nor that 4 (al+b). Thereisathird possibility, though it is not one that will be encountered very
often. Moreover, asit happens, it is not something that can be couched in terms of statement
logic — or in statement logic augmented by a modal operator. Suppose, for example, someone
says, «If Jim has his lucky rabbit’s foot with him when he plays, he’ll win,» L #W, to which
someone else replies, «That’s not so,» ~(L # W). Suppose then that [ tries the usual
approach, asking questions concerning beliefs that would entail the contradictory of the
conditional:

OP That’s not so. ~(L #W)
0: Do you mean it’'s possible that he'll have his lucky rabbit’s foot with him when he 4 (LO~W)?

plays and still not win — or do you mean that if he has his lucky rabbit’s foot with

him when he plays, he won't win? (L #~W)?
OP Neither: | mean that his having his lucky rabbit’s foot with him when he plays would

have no effect at al on whether or not he wins.

OP may be of the opinion that Jim is going to win whether or not he carries the rabbit’s
foot. (OP may know, for example, that the contest has been fixed, or that the opposition isjust
no match for Jim.) Or OP may have no idea of how the contest is going to turn out — but
may be certain that the outcome is not going to be affected by the absence or presence of a
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rabbit’s foot. In this case, OP deniesthat L # W , because OP believes that the truth of L has
no bearing on the truth or falsity of W. This, however, is not something that can be expressed
in statement logic with or without augmentation by a possibility operator. So in this case [
will have to attribute neither the belief that 4 (L~W) nor the belief that L # ~W to OP on the
basis of the latter’ s assertion that ~(L # W). (I could, of course, proceed to ask, «Do you think
the truth of L is unrelated to the truth of W?» and note the answer as indicative of OP’s
belief.

And what about cases in which arobot encounters the negation of a conditional while
following aline of reasoning itself? What if O infers a negated conditional asin the example
about the object that might be dropped?

1. If it breaksif shedropsit, it's not plastic. (D#B)#~P Known
2. Butitisplastic. P Discovered
3. Soit'snot the case that it will break if she dropsiit. ~(D #B) 1,2; DoubleNegat, MT

Without Material Implication, O isin no danger of going from line 3 to DCJ~B. The
improper inference from lines 1 and 2 to the conclusion that she is going to drop the object
does not go through. But is there nothing that [J can infer from line 3?1 think the answer has
to be «Nothing in statement logic or statement logic with modal operators.» With axioms other
than statement-logic axioms, [ could get something like «D would not mean that B» or «The
facts that would make D true would not also make B true.» Ultimately, of course, our robots
will have to have such non-statement-logic axioms.

It should also be noted that robots using the material implication interpretation of negated
conditionals and not having access to the axiom | am calling Chrysippus would be unable to
make certain valid inferences. Suppose, for example, that [ hears from areliable source that
either Jonesis lying or areatwo was contaminated if area one was. [ interpretsthisas J [
(O#T). Then O learns from another reliable source that in fact it is possible that area one
was contaminated but areatwo was not: 4 (OC-T).

1. Either Jonesislying or else areatwo was contaminated if areaonewas. JO(O#T) Known
It may be that area one was contaminated but area two wasn’t.
2. 4(0O0-T) Learned

The problem hereisthat [1 cannot infer from these premises that Jonesis lying. In order
to get J from premise 1 by Disjunctive Syllogism on the material implication interpretation
of negated conditionals, [1 would have to have OC~T , not just 4(OC~T). O would have to
know, that is, that area one had actually been contaminated while area two had not. But the
mere possibility that area one could have been contaminated without area two being
contaminated would certainly be enough to eliminate the second disjunct in 1 and prove Jones
aliar. The Chrysippus axiom would, of course, do the trick, by permitting an inference from
line2to ~(O#T).

Or suppose that in asimilar case O knows that if both Smith and Jones were at the
meeting, then Roberts was too. And then [J learns that Jones might have been at the meeting
without Roberts being there aswell. So [ starts to reason...
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1. If Smith and Jones were at the meeting, then Roberts was too. (SO #R Given
2. It'spossible that Jones was at the meeting but Roberts wasn't. 4 (J-R) Learned
3. If Smith was at the meeting, then Roberts was too if Jones was. S#J#R) 1; Exportation

On the material implication interpretation of negated conditionals, [1 would need J'HR
to get ~S from 3 by Modus Tollens. But [ has only 4(J~R), and so could go no further —
without Chrysippus. With Chrysippus, however, [ can reach the humanly obvious conclusion:

4. It'snot true that Roberts was at the meeting if Jones was. ~J#R) 2; Chrysippus
5. Smith wasn't at the meeting. ~S 3,4; Modus Tollens

3. Material Equivalence

As the reader may have suspected, replacement of the two-way-entailment axiom Material
Implication by the one-way-entailment axiom Deconditionalization will necessitate anal ogous
alteration of one of the pair of two-way-entailment axioms known as Material Equivalence:

a (p=0q) < (POQHqUP)

b) (p=q) = ((pCh) U(~pH~q))

First of all, to indicate that the full meaning of «if...then» isinvolved, the horseshoe will be
replaced by the pound sign. But then what about the triple-barred equal sign? It represents «if
and only if» but is intimately connected, through this axiom, to the material implication
interpretation of biconditionalization. For clarity, | propose replacing it with a double pound
sign, ##, understood to represent the full ordinary meaning of «if and only if»:

a) (p##0q) = (p#a)(q#p)

b) (p##0q) = ((pta) O (~pHq))
Aside from these changes, the first line of the axiom does not need to be altered. It simply
notes that saying «p if and only if g,» is equivalent to saying «If p then g, and if q then p.»
The second line of the axiom, however, says that the assertion that p if and only if gqis

equivalent to the assertion that either both statements are true or both are false. But this would
permit O to make inferences such as the following...

1. Amandaisin Brasil. A Known
2. JuanisinArgentina. J Known
3. Amandaisin Brasil and Juan isin Argentina. A 1,2; Conjunction
4. Either Amandaisin Brasil and Juanisin Argentinaor else Amandaisn’'t in (AQJ) O (~AFJ) 3; Addition
Brasil and Juanisn’t in Argentina.
5. SoAmandaisin Brasil if and only if Juan isin Argentina. A#tJ 4; Material Equivaence

Presumably, we do not want [ reaching a conclusion like 5 from premises like 1 and 2.
Knowledge that two statements are both true should not lead to the conclusion that one of
them istrueif and only if the other oneis! But in the light of what has already been said
about Material Implication, the solution is obvious: we simply reduce the second line of
Material Equivalence to a statement of one-way entailment:

a) (p##q) - (P#9(q#p)
b) (p##q) O ((p0g) O (~pC~q))
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This will effectively preclude the move from line 4 to line 5 in the current example.
Should we then continue to refer to the axioms (a) and (b) as Material Equivalence? Perhaps
— because of the way in which we are rejecting the material implication interpretation of «if-
then» and «if and only if» — we should not. For simplicity, | shall refer to this pair of axioms
as «Biconditionalization.»

4. Transposition

Troublesome as it may be, the Philonian (material-implication) interpretation of
«if...then» is not the only source of potential difficulties for robots reasoning with conditional
statements. Robots could aso run into trouble when applying the traditional form of the axiom
known as Transposition, (p [0 q) < (~g O ~p). In particular, problems could arise if a robot
applied the axiom to conditionals having subcontraries as antecedent and consequent. When
the antecedent and consequent of a conditional statement could both be true but could not both
be false, Transposition can lead to trouble. For example, a robot knowledgeabl e about
European geography could easily reason as follows...

1. If he'snotin Spain, he'sin France. ~S#F Learned from areliable source
2. If he'sin France, he's not in Germany. F#~G Known

3. If he'snotin Spain, he'snot in Germany. ~S#~G 1,2; Hypothetical Syllogism

4. Soif he'sin Germany, he'sin Spain. G#S 3; Transposition

We cannot have our robots reasoning to impossible conclusions like that on line 4 — so
something obviously has to be done. But what? Perhaps the best we can do is to block
applications of Transposition like the one on line 4 by inserting a sort of «filter» into the
axiom:

Transposition  ((p#q) U 4(~qp)) U (~q#~p)

The effect of the conjunct with the general possibility operator will be to filter out casesin
which antecedent and consequent are subcontraries. (For obvious reasons, conditionalsin
which antecedent and consequent are contraries will not be encountered as true premises.)
Taking this approach will mean that Transposition cannot be written as a two-way entailment
statement, but that should pose no particular problem. And the use of Transposition in this
form would clearly block the step from line 3 to line 4 in the example just given.

Are there other problems with Transposition that could be prevented by giving robots this
axiom in the altered form? It does appear that the proposed «filter» — could also block certain
absurd results that robots might encounter when using Transposition if they were told to
interpret «q, even if p» as p # g. Suppose we tell [ that even if the hosts of some reception
served fruit, they did not serve cherries. Without the filter, O could proceed to reason as
follows:

1. Evenif they served fruit, they did not serve cherries. F#~C Acquired from areliable source
2. Soif they served cherries, they did not serve fruit. C#~F 1; Transposition and Double Negation

But the conclusion on line 2 is the sort of nonsense we cannot permit. Using the restricted
version of Transposition would, however, prevent the inference to line 2, since it is not
possible that the hosts served cherries but did not serve fruit.

Moreover, precisely the same sort of problem could arise with a counterfactual «even if»
conditional. Suppose [ knows that Jones is not in France and learns from areliable source
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that even if he were in France, he would not be in Paris. It would be only too easy for [J to
reason in the following manner:

1. Jonesisnotin France ~F Known
2. Evenif Joneswerein France, he wouldn’t bein Paris. F#~P Learned from areliable source
3. If Joneswerein Paris, he wouldn’t be in France. P#~F 2; Transposit., and Double Negation

Here again, the absurd conclusion could be prevented by giving [ only the restricted
version of Transposition. The incompatibility of P and ~F would keep Transposition from
being applied to line 2.

But while the restricted version of Transposition can prevent the sort of problems
indicated with «even if» statements, | do not think it is the best solution. | think in fact it
would be preferable not to let our robots interpret «q, even if p» asp # g. The question is how
we should have them interpret it. As aminimum, perhaps, we can tell them to take «q, even
If p» to entail g. We can let them assume that someone who asserts an «even if» statement
is asserting the truth of the part that is not preceded by «even if». (Because «even if»
statements seem not to be ordinary conditional statements, it may be best not even to use the
terms «antecedent» and «consequent» for their parts.) If a speaker says, «Even if they served
fruit, they did not serve cherries,» we can have our robots think that the speaker has at |east
asserted «They did not serve cherries.» And if someone writes, «Even if Jones were in France,
he wouldn’t be in Paris,» we can have our robots take the writer to have endorsed the
proposition that Jonesis not in Paris.

But is there nothing more we can or should tell robots about the meaning of «q, even if
p»? There is one thing we can add innocuously, although | am not sure that it will prove to
be of great use. It issimply ~(p # ~q). We will then be telling our robots that «q even if p»
at least entails q 1 ~(p # ~q). However, as already noted, there is not much within statement
logic that robots will be able to do with the negation of a conditional.

5. Conclusion
Here then are the «forbidden inferences» that we must declare off limits to our robots:
) (~pUgt (pOa)
2)  ((pCo) O (~p~q)) O (p=q)

And here are the alternate axioms that | have argued our reasoning robots will have to
use:

Deconditionalization (p#q O (~pU0q)

(p0~g) O ~(p#0)
Conditional Contrariety (p#0q) 0 ~(p# ~0q)
Chrysippus ¢(pC~q) O ~(p#0q)

(p#0q) U ~4(plrq)
Biconditionalization (p#q) O ((pOg) O (~pq))
Transposition (p#aq) Ue(~qlp)) U (~q#~p)
Possibility-Certainty ~¢(p) = WM(~p)
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Actuality-Possibility pl #p
~¢pU ~p
Using these axioms, | submit, reasoning robots will be able to «get it right» when making

inferences involving «if...then,» and we will consequently be able to trust their reasoning
when conditional statements are involved.

Ronald A. Cordero

Department of Philosophy. The University of Wisconsin at Oshkosh
Oshkosh, Wisconsin, USA 54901

<corder o@uwosh.edu>



SORITES (£ QPITHE), ISSN 1135-1349

Issue #14 — October 2002. Pp. 36-41
A Dilemma for Robust Alethic Relativism
Copyright © by SORITES and William Ferraiolo

A DILEMMA FOR ROBUST ALETHIC RELATIVISM
William Ferraiolo

<bferraiolo@sdccd.cc.ca.us>

The robust alethic relativist claims that no truth bearer is objectively true. The most we
can ever say of any truth bearer (statement, belief, proposition, etc.) is that it is true relative
to some conceptual framework, worldview, situation, or other parameter. The most we can
ever say of any truth bearer, according to the robust alethic relativist, is that it is true-for-X.
In this paper, | will argue that robust alethic relativism is entirely untenable, as it is either a
self-refuting thesis, or it must degenerate into something that cannot coherently serve as a
theory of truth (or anything else) at all. I hope to show that Socrates understood this difficulty
for the thoroughgoing relativist, and that his objection against this thesis is more compelling
than has been recognized.

Socrates and Protagor as

Socrates was, perhaps, the first to charge the doctrine of robust alethic relativism with
self-refutation (i.e. in order that it be true, it must be false). His charge is offered in response
to Protagoras’ (alleged) assertion that «man is the measure of all things — alike of the being
of things that are and of the not-being of things that are not» (Theaetetus 152a). This assertion
was interpreted (by Plato, Socrates, and Aristotle) as an expression of Protagoras’ commitment
to a thoroughgoing relativism about truth. Plato’s Theaetetus (152a-171d) shows his argument
against Protagoras proceeding as follows:

1. You hold that what seems to me to be true istrue for me, and that what seems to you to
be true istrue for you.

2. | believe that doctrine to be false (i.e. it seems false to me).

3. If the doctrine you have put forward is true, then it must be false (because it seemsso to
me and what seems so to me is so).

4. Hence, your doctrine cannot be true — it is self-refuting.

Of course, the standard charge against Socrates’ objection to Protagoreanism is that it
crucially ignores the relativization of truth to the individual. Protagoras (so the
counterobjection goes) claims that relativism is true for him. He is also committed to the thesis
that if Socrates does not believe it, then it is not true for Socrates. Thus far we have neither
self-refutation nor any contradiction. Relativism is true for Protagoras and it is not true for
Socrates (Trp & ~Trs). This does not amount to relativism being both true and not true in the
same respect, but merely to its being true relative to one individual and not true relative to
another. Socrates’ objection, therefore, misses the mark because it illicitly assumes the
objectivist’s account of truth in generating the alleged paradox or self-refutation. In short, the
objection begs the question against Protagoras.
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Jack Meiland has noted Plato’s (or Socrates') apparent failure to see the role of the
relativizing locution «true for...» in the Protagorean doctrine:

Plato’s own attempt, in the Theaetetus to show Protagorean relativism to be self-refuting
appears to be radically defective due to Plato’ s dropping of the relativistic qualifier (the «for
me» in «true for me») at crucia points. (Meiland, 1979: p. 54)

A number of other authors have expressed similar concerns about the Socratic charge of
self-refutation (see, for example, Jordan, 1971; Swoyer, 1982). But can a theory about the
nature of truth be, itself, true or false only relatively to some parameter or other? We must
note that Socrates challenges Protagoras (albeit in absentia) to defend the viability of the
Protagorean doctrine itself, and not just its application to some arbitrary truth-bearer. Socrates
does not choose just any proposition to make the case that it must be false in order that it be
true given relativism; he makes that case against Protagoras’ articulation of relativism itself.
The robust relativist’s thesis is supposed to range over all truth bearers. Can Protagoras’
rejection of objective truth be true only relatively? Can Socrates' claim that there are objective
truths be only relatively true?

The Socratic Dilemma

Socrates chargeis essentially in the form of adilemma, one horn of which branchesinto
asubsidiary dilemma. The overarching dilemmais asfollows:

D: Either the doctrine of alethic relativism is objectively true (in which case it is self-refuting)
or itisonly relatively true.

Socrates also saw that if Protagoras were to opt for the second disjunct (as, apparently,
he must), he would get caught in the following subsidiary dilemma:

Dg: Either the concept of relative truth depends ineliminably upon the existence of some
objective truth(s) (and so is, as before, self-refuting) or it collapsesinto atriviality about
beliefs.

Before explicating this double dilemma, it is worth pointing out that, pace Meiland (et.
al), Socrates appears to be fully aware that Protagoras means to assert only the relative truth,
or truth-for-X, of that which is believed by X, or of that which seemsto be so to X. In fact,
Socrates carefully constructs his dilemma so that he will not be guilty of begging the question
against Protagoras:

No, he [Protagoras] will say, show a more generous spirit by attacking what | actually say, and prove,
if you can, that we have not, each one of us, his peculiar perceptions, or that, granting them to be peculiar,
it would not follow that what appears to each becomes — or is, if we may use the word «is» — for him
alone to whom it appears ... For | do indeed assert that the truth is as | have written. Each one of usis
ameasure of what isand of what is not, but there is all the difference in the world between one man and
another just in the very fact that what is and appearsto oneisdifferent from what isand appearsto

the other. (Theaetetus: 166¢c-d — emphasis added)

Socrates seems to have developed his objection with the proper understanding of
Protagoreanism in mind.

If the robust alethic relativist is to defend his thesis, then he must do so in (broadly
speaking) one of two ways. He must make the case either that the relativistic thesisis true
simpliciter (i.e. objectively true), or that the thesisis true in the relative sense. Obvioudly, the
first disunct is unacceptable to the robust relativist as it involves the affirmation of a non-
relative truth (of which, ex hypothesi, there are none). It must be that the robust relativist
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means to defend the relative truth (the truth-for-X, replacing X with whatever relativistic
parameter you will) of the relativistic thesis. But what exactly would the relative truth of the
claim that there are no objective truths amount to? Is there any account of relative truth upon
which a defense of robust alethic relativism may be founded?

The Second Branch of the Socratic Dilemma

The relativist must be operating with some account of truth-for-X that does not rest upon,
or ineliminably involve any notion of objective truth (to which the robust aethic relativist is
not entitled). Neither can the relativistic account of truth amount to some simple epistemic
property of the parameter to which truth isrelativized. If truth isrelativized to individuals (as
Protagoras apparently suggests), the truth-for-X of any given truth bearer must amount to
something other than the mere fact that X believes the truth bearer in question to be true. If
«Sistrue-for-X» amounts to no more than «X believes S,» then the relativistic notion of truth
Is entirely uninteresting. Any truth bearer’s truth-for-X is atrivial entailment of its being
believed by X. Given such an «account of truth,» there can be no dispute and no productive
discourse about the superiority of relativism as opposed to any «competing» theory of truth.
If whatever anyone believes thereby becomes true-for-her, then the issue cannot even be
joined by theorists in opposing camps. Indeed, there can be no opposing camps. There can be
no dispute about anything, nor isit possible for anyone to ever have afalse belief. If you
believeit, it's true-for-you (and true-for-you is as true as it gets). What then is Protagoras, or
any robust alethic relativist, doing advocating this doctrine and rejecting other theories of
truth? Aren’'t they all equally true-for-whomever-believes-them?

Socrates is aware of the difficulties that Protagoras faces in attempting to defend the
relative truth of relativism if the doctrine’s «relative truth» means no more than its being
believed by some cognizer:

... if, just as no one is to be a better judge of what another experiences, so no oneis better entitled to
consider whether what another thinks is true or false, and, as we have said more than once, every man is
to have his own beliefs for himself alone and they are all right and true — then, my friend, where is the
wisdom of Protagoras, to justify his setting up to teach others and to be handsomely paid for it, and where
is our comparative ignorance or the need for us to go and sit at his feet, when each of usis himself the
measure of his own wisdom ... for to set about overhauling and testing one another’ s notions and opinions
when those of each and every one areright, is a tedious and monstrous display of folly if the Truth of
Protagorasis really truthful and not amusing herself with oracles delivered from the unapproachable shrine

of hisbook (Theaetetus: 161d-162a)

Socrates is getting at afundamental problem for the robust alethic relativist. If relative
truth is not just, at root, the same thing as objective truth, then it had better not end up being
tantamount to mere belief. What does it mean to say that one theory of truth (e.g. relativism)
IS, in any interesting sense, superior to another if the «truth» of the matter is simply
determined for each disputant by virtue of that disputant’s particular beliefs?

Furthermore (and more importantly), the relativist who defends such a doctrine is not
offering a coherent theory of truth at all, but is merely articulating a triviality about beliefs.
Therelativist asserts:

R: Whatever X believesis true-for-X.

But if being «true-for-X» amounts to no more than being believed by X, or seeming so to X,
then R (upon analysis) amounts to:

R’: Whatever X believesis believed by X.
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Obviously, R isatrivial and uninteresting claim. It is hardly atheory of truth (or of
anything else for that matter). This type of «relativism» no longer entails the assertion of any
relative truth at all. Thistype of «relativism» is not relativism! The relativist, therefore, owes
an account of true-for-X that is neither the trivial, uninteresting «thesis» R’, nor involves the
objectivist notion of truth simpliciter. Is there any such account to be given?

Impaled On The Final Horn

What, within the just-mentioned parameters, can «true-for-X» mean? What is there
«between» objective truth and mere belief? Meiland mentions a solution that is fairly well
representative of attempts to find a middlie ground. Relativists, Melland suggests, must add a
third term to the truth relation. Standard «objective» truth is a two-term relation between
statements (or other truth bearers) and the world. On the objectivist interpretation, a statement
istrueif and only if there is some objective fact to which the statement is appropriately
related (by, for example, correspondence — however, exactly, that relation is to be
understood). Put simply, objectivist truth is aword-world relation. Relative truth is, by
contrast, a three-term relation involving statements, the world, and something like a conceptual
framework or worldview asitsrelata. Meiland’s explicit characterization of these competing
conceptions of truth is asfollows:

(1) The concept of absolute truth seems to be a concept of atwo-term relation between statements (or
perhaps propositions) on the one hand and facts (or states of affairs) on the other. But the concept
of relative truth, as used by some relativists, seems to be a concept of a three-term relation between
statements, the world, and a third term which is either persons, world views, or historical and cultural
situations.

(2) Therelation denoted by the expression ‘absolute truth’ is often said to be that of correspondence. The
relativist can make use of the type of notion and say that «P is true relative to W» means something like
«P corresponds to the facts from the point of view of W» (where W is a person, a set of leading principles,

aworld view, or asituation). (Meiland, 1977: p. 571)

What we have hereis, essentially, a correspondence relation that obtains between, not a
statement and the world, but rather a statement and some world version («the facts from the
point of view of W»).

Harvey Siegel correctly points out that Meiland is still really just offering atwo-term
evaluation of truth, and then dismisses the account on the grounds that it must either co-opt
an objectivist conception of truth or else it will fail to be anything more than truth-in-virtue-
of-so-seeming (Siegel, 1986; pp. 234-240). In effect, Siegel’ s charge is that Melland’ s account
fails to prevent «relative truth» from collapsing into mere belief if truth-for-X isnot just a
pseudonym for truth simpliciter. If world versions are the truth-makers, and world versions
are just constructs, unrestrained by objective truths (which, according to the robust alethic
relativist, do not exist), then we are left with a more complex version of truth-in-virtue-of-so-
seeming.

First, as Siegel points out, Meiland’ s truth relation holds between statements and the
world-as-construed-by-X. True-for-X is just a two-term relation between words and world
versions:

On the relativist conception, the world is not distinguishable from the third relata (either persons, world
views, or historical and cultural situations). What are related by the alleged three-term relation are
statements and the-world-relative-to-W (where W is a person, a set of leading principles, aworld view,
or asituation — in short, where W is the third relata). On the relativist conception, the world cannot be
conceived as independent of W; if it is so conceived, the relativist conception collapses into an absolutist
one, for it is granted that there is away the world is, independent of statements and W’s. Thisis precisely
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what the relativist must deny, however. So Meiland’ s three-term relation collapses into a two-term relation,
between statements and the-world-relative-to-W ... (Siegel, 1986, pp.234-5)

This point, in itself, is not terribly problematic for Meiland. Whether his truth relation
involves two or three terms is an ancillary matter. In setting up world versions as truth-
makers, however, Meiland lands back in the same predicament from which he sought to
extract himself with his «three-term» conception of relativistic truth.

In the absence of a body of objective, invariant truths, there can be no constraint upon
the world versions concocted by cognizers. The versions created need not (in fact, cannot)
conform to pre-existing objective truths (as, according to the robust alethic relativist, thereis
no such thing). World versions are constructed in an alethic vacuum without external guidance
or constraint. A world version is, therefore, as you like it. If the-way-that-things-seem-to-X,
an unrestrained construct, serves as truth-maker for statements, then any statement is true-for-
X solong asit seems so to X (or «fitsin» with X’sworld version). Thiswill be the case with
any relativistic conception of truth that is not in any way grounded in, or constrained by,
objective truth. Whether a statement (or other truth-bearer) is true-for-X will inevitably be a
function of whether it fits in with the world-as-it-seems-to-X. But that just means that the
statement is true-for-X if it seems so to X. So, again, we are left with atriviality about how
things seem that is hardly distinguishable from R’.

There can be no legitimate dispute between the relativist and the objectivist if the
relativist «defends» relativism by claiming that relativism «fits in» with her worldview. In
fact, such aclaim, as we have seen, cannot serve as the expression of atheory of truth at all.
The robust alethic relativist, it would seem, can neither embrace objective truth nor offer a
coherent account of relative truth that does not ineliminably involve some body of objective
truth. If the onus of providing a viable alternative to objective truth (truth simpliciter) ison
the relativist, then the original Socratic charge of self-refutation stands until some such
alternative is concocted. But if the relativist’s conception of truth is not ultimately constrained
by objective truth, it degenerates into the aforementioned triviality.

Conclusion

Protagoras did not offer an adequate response to Socrates' charge in the Theaetetus —
he was dead, after all. It is not, moreover, clear that any robust alethic relativist can offer an
adequate response. If truth makers are entirely unrestrained constructs, then they simply are
however we believe them to be. Any set of truth-makers obtains for me so long as | believe
it to. So, itiswhat | believe (or the way that things seem to me) that determines the «relative
truth» of what | believe! The claim that | believe what | believe, or that things seem to me
the way that they seem to me, is hardly atheory of truth. It isjust an empty triviality.
Socrates had Protagoras pegged, and | see little hope that the intellectual heirsto
Protagoreanism will fare better than their patriarch in the horns of the Socratic dilemma.
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...In my naturalism, | recognize no higher truth than that which science provides or seeks.
(W. V. Quine.)
|

Rationality demands that we justify our beliefs and methods, and then if rational we
should justify the methods of science, including our most basic scientific methods, methods
such as induction, deduction, and inference to the best explanation. Now, given the lack of
past success in providing a non-viciously circular justification of these ultimate scientific
methods, the sceptic will conclude that these most basic scientific methods are accepted as
correct dogmatically, that is, by an act of faith. If not, the sceptic will ask to be proved wrong
by demanding a non-viciously circular justification of these basic methods.

It could be argued, however, that the sceptic is unreasonably over ambitious in his
demands, since the sceptic is looking for answers to ultimate questions. It could be argued that
instead, one should stay content with limited or particular problems, because our science and
the methods presupposed by it have generally been successful. Therefore, it could be claimed
that it is unreasonable to entertain global doubts about our science and its methods, and that
it is then unreasonable to ask for ultimate justifications for these methods. Otherwise, it could
be argued that since our science and its methods have been overall effective in predicting, in
giving us control over, some aspects of nature; that since our science has in general provided
us with reliable knowledge, why doubt our science and its methods, why search for their
global or ultimate justifications? Especially, since these sought justifications are likely to be
unavailable.

A recommendation for local, for restricted questions, can be aptly illustrated by the well
known metaphor of Neurath’s, of a boat that is constantly repaired and improved while always
navigating in the open sea; and never being taken to port for a complete overhaul. This boat
can only be changed or repaired piece mealy and this is done only when required; the proposal
is that we do the same with our system of knowledge, that we question and revise it only here
and there and only if serious doubts were to demand it. The localist believes that local or
particular justification is all we need to be rationally justified about our corpus of knowledge.

Localism is epistemologically optimist since it believes in potential unlimited
improvement: it assumes that our methods, goals and beliefs can in principle proceed
indefinitely with a continuous and gradualist process of betterment. Localism then assumes
that there are no large-scale errors or gaps in our current corpus of knowledge. Localism
assumes that in general, our background knowledge is correct, it has to assume this, because
this is the prerequisite to go on with a reformist approach. This conservative assumption of
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localism is the prerequisite for not doing a general overhaul; this optimistic assumption is the
prerequisite for ignoring global questions. Thus,

We can change it [our conceptual scheme] bit by bit, plank by plank, though meanwhile there is nothing
to carry us along but the evolving conceptual scheme itself.

(Quine, 1953Db, p. 78.)

And in case our conceptual scheme were to be confronted with anomalous empirical
evidence, then the localist conservatively recommends to accommodate the empirical
anomalies with a minimum of alteration to our conceptual scheme.

Our boat stays afloat because at each alteration we keep the bulk of it intact as a going concern.
(Quine, 1960, p. 4.) (Emphasis added.)

Thus, we revise some of our particular beliefs while taking for granted the general
validity of the bulk of our scientific procedures and results, while taking for granted our
everyday common sense beliefs. These basic common sense presuppositions are akin to the
ship’s hull, they are what keep the boat afloat; thus, local questions (scientific and normative
epistemic ones) are examined against background knowledge, a background that at least for
the time being is considered as non-problematic and as consensual. For example, particular
features of our methods of inquiry may be evaluated against a framework of accepted common
sense beliefs, scientific theory, and some basic methods (such as induction and deduction.)
This framework is not questioned: if the ship keeps on navigating we just tinker with it. The
assumption is made that those of our beliefs and methods that as a matter of consensus have
worked can be taken for granted; that they are presumptively true or correct. That is, it is
assumed that they are innocent until proven guilty, it is thought that to question them would
be an unnatural and unfounded doubt. Thus,

We cannot begin with complete doubt ... A person may, it is true, in the course of his studies, find reason
to doubt what he began by believing; but in that case he doubts because he has positive reason for it, and
not on account of the Cartesian maxim. Let us not pretend to doubt in philosophy what we do not doubt
inour hearts.

(Charles S. Peirce, pp. 228-9.) (Emphasis added.)

Peirce’s idea appears to be that we should do not take seriously doubts that we cannot
entertain psychologically (i.e., «in our hearts»), and Peirce believes that we should avoid
global or complete doubt, he also claims that doubts must be justified. According to Peirce,
when one has a genuine doubt, it is because one has specific reasons for doubting, and then
one can examine these reasons to find whether they are good reasons for doubting. Pierce’s
proposal is to deal with real (i.e., local or restricted) and justified questions or problems, rather
than with invented wider problems which we cannot entertain psychologically, as those wider
doubts proposed by Descartes in his First Meditation.*

! For the pragmatist tradition, even amongst restricted questions, deliberation can be excessive, because

too much deliberation interferes with a successful life; hence, some rashness is necessary for survival. Thus,
There is no more miserable human being than one in whom nothing is habitual but indecision, and for whom the lighting
of every cigar, the drinking of every cup, the time of rising and going to bed every day, and the beginning of every bit
of work, are subjects of express volitional deliberation.

(W. James, p. 122.)
Deliberation is for the pragmatist primarily a means of solving particular human problems and it is
not carried for its own sake.



SORITES Issue #14 — October 2002. 1sSN 1135-1349 42

The pragmatist tries to avoid (or isit evade?) global sceptical questions by focusing
exclusively on local or particular questions. The localist advices us to emulate the alleged
attitude of Kuhnian ‘normal’ scientists who take the presuppositions of their paradigm for
granted, and only doubt their paradigm if they have good reasons for doubting it, reasons
which for normal scientists can be persistent and numerous important anomalies. The localist
wants to reform philosophy so that it imitates normal science by proceeding in a piecemeal
fashion, that is, by taking for granted those background assumptions that have the backing of
experience, by taking for granted those assumptions that have the backing of scientific
tradition.

If we call a‘normal world aworld that is consistent with our general common sense
beliefs about how the world is, then the localist is saying that we should be interested in doing
science and philosophy in ‘normal worlds'. The localist is prescribing that we should not be
interested in the difficulties of acquiring knowledge in some bizarre logically possible world
inhabited by a malicious Cartesian demon, or in an outlandish world of brainsin vats.

Quine, as result of his pragmatism, has defended a localist position, but he has added to
localism his holist thesis, and as result of his holism, Quine has questioned the synthetic-
analytic distinction,

If (holism) isright ... it becomes folly to seek a boundary between synthetic statements, which hold

contingently on experience, and analytic statements, which hold come what may. Any statement can be

held true come what may, if we make drastic enough adjustments elsewhere in the system. Conversely,
by the same token, no statement isimmuneto revision.

(Quine, 1953, p. 43.) (Emphasis added.)

Hence, for Quine, any statement is revisable, thisimplies that for Quine philosophical
beliefs are also modifiable by experience, and then the boundary between science and
philosophy (and in particular, between science and epistemology) becomes blurred. On the
other hand, it is thought that science proceeds by asking local or particular questions, and that
when doing so, science takes for granted its background knowledge and methodology (except
if good reasons to doubt some of its background presuppositions were to appear here or there.)
Moreover, the pragmatist highly values science and its restricted investigations because of
their practical results. As aresult, Quine claims that a gradualist localism is the way to
proceed in al our investigations, such as epistemological and scientific ones, and epistemol ogy
isto be appraised by the method(s) of science. And since science and philosophy are thought
to form a continuum, sceptical challenges should arise within science, and we should use
science to respond to them. Thus,

... skeptical doubts are scientific doubts (...) Epistemology is best looked upon, then as an enterprise
within natural science. Cartesian doubt is not the way to begin.

(Quine, 1975, p. 68.) (Emphasis added.)

For Quine thereis no ‘first philosophy’, that is, for Quine there is not a philosophy that
islogically prior to any empirical knowledge. For Quine, there are not extra-scientific methods
to assess from some place outside science, the epistemol ogical merits of scientific theories,
thus,

... Naturalism: abandonment of the goal of a first philosophy. It sees natural science as an inquiry into
reality, fallible and corrigible but not answerableto any supra-scientific tribunal, and not in need of
any justification beyond observation and the hypothetico-deductive method... Naturalism does not
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repudiate epistemology, but assimilates it to empirical psychology (...) [The naturalist] tries to improve,
clarify, and understand the system from within. He is the busy sailor adrift on Neurath’s boat.

(Quine, 1981, p. 72.) (Emphasis added.)

Epistemology becomes the study of science from within science, and in this way
epistemology loses its special character, for this doctrine (from now on “naturalism’) the
empirical sciences?, their methods and results are what guide philosophy. Thus,

Science itself, in a broad sense, and not some ulterior philosophy, is where judgment is properly passed,
however fallibly, on questions of truth and reality.

(Quine, 1992, p. 295.) (Emphasis added.)

Epistemological naturalism?® considers human knowledge a natural phenomenon to be
studied the same way as any other aspect of nature, epistemological naturalism does not
answer the philosophical sceptic; rather it says that Cartesian scepticism is psychologically and
scientifically implausible. The naturalist takes for granted what the sceptic questions.

Naturalism could be characterized as the rejection of transcendental argument, that is, of
non-empirical argument, naturalism recommends replacing a priori philosophy with scientific
theory; and it claims that epistemology is just the study of science from within science.

[11 Critical Evaluation of the L ocalist-Naturalist Thesis
If the localist-naturalist approach is used to justify our scientific methods it is circular

Quine tells us in a quote above that science is in no need for «any justification beyond
observation and the hypothetico-deductive method», hence Quine values observation and the
hypothetico-deductive method, which he considers as the correct research methods, since he
also claims that science is «where judgment is properly passed... on questions of truth and
reality.» The question now arises of how does Quine know that this is the proper method to
judge «on questions of truth and reality».

On the other hand, since Quine claims that natural science «is not answerable to any
supra-scientific tribunal» (since there is no room for an «ulterior philosophy»), then for Quine
any justification for what he takes to be scientific method has to come from within science.
And given that the sciences in turn are selected and validated by scientific method, the
justification of scientific method has to come, in Quine’s approach, ultimately from scientific
method itself. Hence, we end by circularly justifying scientific method with scientific method,
because there is no “first philosophy’, because epistemology is just an activity within natural
science, because science is the only tribunal where questions of truth and reality are ‘properly’
settled.

If it were answered, for example, that the available evidence, say the evidence provided
by the history of successful science, warrants belief in scientific method, then this argument
would be circular. Because we use scientific method to select what is to be taken as bona fide

2 Which empirical sciences are privileged as the archetypes to follow depends on the naturalist

philosopher.

® In summary, Quine’s naturalism appears to be the result both of his holism and of the high value he

gives to science and to its localist research strategy. Quine’s high valuation of science is shown, for
example, in Quine’s last quote above, where he claims: «science itself,..., is where judgement is properly
passed.»
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successful science, and to decide that the historical evidence so selected supports a belief in
scientific method. We cannot validate in a non-circular way the methods of empirical science
by appeal to some empirical science, Quineis aware of thisfact, thus,

If the epistemologist goal is validation of the grounds of empirical science, he defeats his purpose by using
psychology or other empirical science in the validation.

(Quine, 1969, pp. 75-76.)

Hence, for a Quinean, epistemology instead of seeking a quixotic justification for our
most basic methods and presuppositions will search to describe, to explain, to understand, via
empirical science, the origin of our beliefs and the conditions under which we take them to
be justified. In particular, it will seek to do this for our scientific beliefs and methods. Thus,

If we are out simply to understand the link between observation and science, we are well advised to use
any available information, including that provided by the very science whose link with observation we are
seeking to understand.

(Quine, 1969, p. 76.)

Epistemology thus becomes part of natural science, in the sense that the only legitimate
epistemological questions are questions answerable or resolved by scientists using the methods
of the empirical sciences, and any other epistemological questions are seen astraditional idle
philosophical queries.

In this manner, Quineis trapped in aweb of belief since he tries to »improve, clarify, and
understand the system from within,» he is a prisoner of one of many possible Neurath boats.
He takes for granted, as the localist that he is, his scheme’s background knowledge (in
particular, his scheme's methodological assumptions), as well as the assumption of no large-
scale errors or gaps in his scheme. Furthermore, when he claims that science is where,
«judgment is properly passed,» Quine is making an unjustified normative claim.

It may be retorted that our demands of justification for what Quine takes to be scientific
method means that we doubt this method, and that these doubts must be insincere, because
to doubt the hypothetico-deductive method is impossible psychologically,* or as Peirce would
have said, because we cannot doubt it «in our hearts.» The answer is that the psychological
impossibility of these doubtsisirrelevant, because the important question is whether these
doubts are logically cogent. This was the point made by Hume about our almost irresistible
inductive psychological propensities, propensities that nevertheless lack logical justification,
so Peirce’ s advice is misdirected, since it doesn’t distinguish the psychological context from
the logical one. Moreover, Peirce’ s recommendation is itself unjustified, if not, why should
one rest contented with only local or particular questions?

The pragmatist might answer: ‘ because local problems are solvable, while global, ultimate
ones are insolvable’, the pragmatist’s injunction would then be: if you want to be means/ends
rational, then deal only with solvable problems.> The pragmatist will insist that to ask for

4 ‘Creation scientists who propose an alternative scientific methodology exemplify, though, that these
doubts are not psychologically impossible.

® Instrumental or means/ends rationality allegedly advices that, if one wants to be rational, and if one
wants goal A, then one should look for the justified optimal means, amongst those available to us, to attain
or continuously approximate the desirable and sought goal A. Therefore, if A isan impossible and not
continuously approximable goal, then there won’t be any means available to attain or get closeto A, and
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justification all the way down to the ‘bedrock’ is unreasonable, that it is unreasonable because
methodological bedrock non-viciously circular justifications cannot be provided. In other
words, the pragmatist recommends: don’t ask what cannot be provided, stick to fruitful local
questions, such as those of science.

Two points now demand further analysis:

1) Does a localist-naturalist meta-methodology intend only to describe and explain how
scientists proceed when revising their scientific theories and methods?

2) Does a naturalist theory of scientific method recommend that we follow a piecemeal
procedure?

Does a localist-naturalist meta-methodol ogy intend only to describe how scientists
proceed when revising their scientific theories and methods?

If a naturalist scientific meta-methodology were merely to describe the methods and goals
of some of the sciences, or if it were just to describe how scientists proceed during their
scientific investigations, then this would not be enough to answer our traditional
epistemological questions, since we also want to know if scientists ought to follow any of
their described research strategies.

The normative aspect of methodology is illustrated by the fact that in the past
methodologists have criticized some aspects even of the leading scientific theories of their
time, they criticized them because these past dominant scientific theories failed according to
these methodologists’ canons. For example, Einstein qua methodologist thought that scientific
theories should be deterministic even though quantum mechanics (the dominant theory in its
field) is — at least prima facie — not deterministic.

Furthermore, if we were to try to get the ‘ought’ of normative epistemology from the ‘is’
of psychology (or some other empirical science) we would be suspect of committing the
‘naturalistic fallacy’ (a fallacy famously discussed for example by G. E. Moore.) Thus, a
purely descriptive approach is not possible, because description is itself a cognitive activity
with a normative dimension. For example, one selects for description those theories with
characteristics that one considers as desirable in a scientific theory.® The theories chosen as
archetypical scientific are deemed worthy of description, and from this description, the
naturalist hopes to infer methodological standards. In sum, the naturalist requires — if rational
— of some methodological standards to select his substratum of putative scientific theories,
and then from a descriptive study of this substratum he infers methodological standards, the
whole process is circular, and so the naturalist ends getting only those norms that he started
with. Otherwise,

In a naturalistic epistemology, theories are selected as scientific if they vindicate entrenched methodological
assumptions; and we decide which methods to accept in accordance with a descriptive study of those

selected theories’.

then A would be means/ends irrational.

®  These desirable theoretical characteristics could be known only tacitly.

" This is a modification of the following quote,

[In a naturalistic epistemology] methods are accepted if they vindicate entrenched theoretical assumptions; and we decide
which theories to accept in accordance with accepted methodological standards.
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If not, why not describe the work of creation scientists and from an analysis of this
description infer scientific method? Since this last option will be very likely considered
unpalatable the naturalist would have to justify his selection of putative scientific theories, that
IS, he would have to justify the methodological canons that led him to histheoretical selection.
Hence, Quine should tell us why what he considers as archetypes of the sciences are genuine
sciences. Quine, however, clamsthat,

Naturalization of epistemology does not jettison the normative and settle for the indiscriminate description
of ongoing procedures. For me normative epistemology is a branch of engineering. It is the technology
of truth-seeking, or, in amore cautiously epistemological term, prediction. Like any technology, it makes
free use of whatever scientific findings may suit its purpose. It draws upon mathematics in computing
standard deviation and probable error ... It draws upon experimental psychology in exposing perceptual
illusions, and upon cognitive psychology in scouting wishful thinking ... Thereisno question here of
ultimate value, asin morals; it isa matter of efficacy for an ulterior end, truth or prediction.

(Quine, 1986, Reply to M. White, p. 665.) (Emphasis added.)

Again, how does Quine know that what he takes to be «scientific findings» are bona fide
scientific results? How does he know that «truth or prediction» are valuable cognitive ends?
Quine believes he knows this because he surely has applied, even if only tacitly, some
methodological standards to decide this matter, and then the normative aspect of methodology
creeps in when deciding which results to call scientific. Tacit norms also creep in when Quine
decides that «truth or prediction» are valuable cognitive ends.?

Quine will probably argue that a descriptive study of the empirical sciences will show that
these are their aims, but again since the sciences don’t select themselves, how were the
sciences selected? If the sciences were selected using some methods efficacious for the
attainment of some cognitive ends, then the ends of the sciences were already there, in the
methods and ends that hel ped to select them, thus we end discovering and describing the very
same methods and ends that we prejudged are the methods and ends of science.

In sum, Quine’s naturalism cannot be wholly descriptive, because a full-bloodied
descriptivist naturalism would be incapable of getting started, since all description requires of
some methodological standards, or norms, to recognize what is relevant and valuable of
description. Or else, a descriptive naturalism requires some super-naturalistic cognitive
methods and goals, it requires a vantage point outside science, it needs a moderate first
philosophy.

This becomes especially clear, once one realises that even if the successful (say, in
pragmatic terms, i.e., the empirically adequate) scientific theories were to somehow select
themselves, a couple of questions would remain:

1) That of whether the methods presupposed by these pragmatically successful scientific
theories are the proper scientific methods, and

1) That of whether these pragmatically successful scientific theories constitute knowledge.

(Hookway, 1990, p. 223.)

& By the way, these are two very different cognitive aims, which of the two is the genuine scientific end?
That it isimportant to decide whether the goal of scienceis truth or prediction, is shown by the on going
debates between realists and instrumentalists, for example, L. Laudan claims that truth is an irrational
cognitive goal .



«Can Epistemological Naturalism Avoid Dogmatic Foundations?» by Armando Cintora 47

Quine assumes an affirmative answer to these last questions, but by doing so, he is taking
for granted, in spite of himself, a prior philosophy: pragmatism.®

Does a naturalist theory of scientific method recommend that we follow a piecemeal
procedure?

If naturalism is a normative injunction in favour of a piecemeal procedure, that is, if it
is an injunction for dealing with problems only when they arise, without questioning
entrenched theoretical and methodological assumptions; if naturalism recommends a tinkering
localism when dealing with philosophical and epistemological questions (because allegedly
this is how science proceeds), then how does naturalism justify his prescription for localism?

The localist-naturalist might answer that such demands for justification are precisely the
kind of questions that localism excludes, if so, localism appears as a self-serving prescription.
For the sceptic, naturalism is an ad hoc strategy that avoids what it cannot answer, thus, the
naturalist asks us to,

... rest content with a policy of piecemeal tinkering whose legitimacy as a way of approaching truth cannot
be established. If this is all that can be said, naturalistic epistemology appears to acquiesce in skepticism
rather than try to overcomeit.

(Hookway, 1990, p. 223.) (Emphasis added.)

Again, why should we accept the naturalist’s advice: only local questions! Consider that
traditionally, it has been considered philosophically legitimate to ask whether scientific
procedures as a whole are justified. The localist will likely retort as follows,

Yes, inquiry s a risky and fragile process, we must to certain extent trust to luck. However, do we have

some positive reasons for mistrust in our process of inquiry? Or else, is this justification required for the

growth of knowledge? If it is not, should we care to have this justification?

The answer is that this justification is required if we want to know whether our process
of knowledge acquisition is reliable. The naturalist could still retort that,

... science is innocent unless proved guilty while our metascience is guilty unless proved innocent.

(Carnap, quoted by Hookway, 1988, p. 198.)

But, why is the naturalist strategy more prudent? Is this evaluative judgement also going
to be taken for granted? The naturalist will likely insist that,

The ship keeps navigating, how it does it, we still don’t fully understand, but this is
no reason to undermine our hope in its going on and in eventually understanding it

®  Thus, Quine claims that,

We cannot detach ourselves from [our conceptual scheme] and compare it objectively with an unconceptualized reality.
Hence it is meaningless, | suggest, to inquire into the absolute correctness of a conceptual scheme as a mirror of reality.
Our standard for appraising basic changes of conceptual scheme must be, not a realistic standard of correspondence to
reality, but a pragmatic standard. Concepts are language, and the purpose of concepts and of language is efficacy in
communication and in prediction. Such is the ultimate duty of language, science and philosophy, and it isin relation

to that duty that a conceptual scheme hasfinally to be appraised. (Quine, 1953, p. 79.) (Emphasis added.)

Hence, even though Quine maintains that we cannot say which conceptual scheme is objectively
correct or true (and in this sense none are better), he claims that we can still compare conceptual schemes
in terms of their shared aim for efficacy in prediction. In the case of scientific conceptual schemes, this
comparison can also be made because Quine believes conceptual schemes also share some basic
methodological strategies, such as the hypothetico-deductive method. In other words, Quine believes that
all scientific conceptual schemes share some basic methodological and axiological presuppositions, but how
does Quine justify this belief of his?
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better. It is true that this hope lacks positive reasons to back it (except for a history
of some successes), but at least it also lacks negative arguments against it, except for
the absence of anon-vicioudly circular justification.

However, how do we know that the ship will keep on navigating? It could well sink at
any moment, on the other hand, how does the naturalist know that what he considers a history
of some scientific «successes» isreally that, i.e., a history of objective scientific successes,
and not a history of something else.

Otherwise, how does the localist know that our world isa‘normal’ one? All we know
IS that so far our world seems to have been normal, from this to conclude that it has in fact
been normal istaking for granted a prejudice. But even if our world hasin fact been normal,
will it keep being normal? The naturalist’ s belief in the normality of our world — and in the
persistence of this putative normality — may be natural or spontaneous, but so are the
sceptic’s doubts, this as shown by the fact that these traditional sceptical questions keep on
recurring.

For the Quinean our most basic cognitive methods are in no need of justification, what
require justification are, instead, the ‘unnatural’ doubts of the sceptic: to doubt what has
served us so well for so long requires a justification. The Quinean holds the following
conditional principle P:

P: If it works, then don't justify it, because it doesn’t need a justification.

However, how do we go in P from the antecedent to the conclusion? How is this principle
going to be justified? Either this principleis an a priori prescription, or it can be justified
empirically. Now, to justify it empirically we would require of the very same methods (such
as the hypothetic-deductive method) that this principle claims don’t need justification. The
principleisthen in the end saying that it itself doesn’t need of an empirical justification, then
P has the character of a stipulation, of an a priori prescription, a character which goes against
the Quinean didike for ‘first philosophy’. Moreover, the Quinean appears to advise: Forbidden
to ask questions which we cannot answer! Forbidden to question, what we consider obvious!
But,

... believing something to be obvious does not obviate the need to defend it, or at least the need to
acknowledge that belief as an assumption ... that one makes.

(Worrall, 1999, p. 348.)

The need to justify the obvious becomes especially pertinent when one considers that
according to an evolutionary perspective it could be biologically advantageous (energy and
time wise) to find obvious what is strictly wrong, but close enough (survival wise) to the truth.

Thus, consider that biological evolution selected our cognitive system for optimal
efficiency vis a vis promoting biological survival and reproduction in a prehistoric terrestrial
environment of middle-sized objects, and that as our investigations take us into the micro and
macro cosmos, farther and farther away from our original problem situation, our cognitive
architecture could prove insufficient. In other words, it is doubtful that the cognitive capacities
that proved adequate to hunt a mammoth will also be sufficient to explore Mars, to do
philosophy, and to develop a unified field theory in physics. In thisway,

A naturalized epistemology begins by setting aside the classical justificatory questions of the
adequacy of our knowledge-gathering practices, but ends up providing the basisfor a new suspicion
that there are deep limits for our knowledge in all but the most implausibly homogeneous and

manageable of possible worlds. Indeed, it would be an odd accident if our subjective canons of scientific
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acceptability turned out to match in all respects the objective character of the universe. Why should our
cognitive capacities be adequate for all domains? ... We are... unlikely to have entirely correct and
complete theories; our innate cognitive biases may cause usto accept some falsehoods and reject some
truths.

... There seem to be possible worlds that would be too complicated for us or a society of experts to represent
feasibly... The breadth and depth of putatively possible knowledge may be intrinsically too great for a both
manageable and complete world view...

(Cherniak, pp. 127-9.) (Emphasis added.)

This conclusion becomes more plausible once one recalls that evolution selected those of
our ancestors with cognitive capacities correct enough to promote their biological survival and
reproduction, and that evolution did not necessarily select reliable truth producing and truth
transmitting cognitive capacities even for dealing with the middle sized objects of our
ancestor’s primeval savannah®. Therefore, our contemporary biology undermines two of
naturalism’s key assumptions:

i)  That piecemeal improvement can proceed indefinitely.
ii) That there are no large-scale errors in our conceptual scheme.

The naturalist criticized the sceptic for entertaining unjustified or idle doubts, and
ironically we now discover that science itself provides justified sceptical doubts, doubts
analogous to those of the old sceptic. Now, to reject these last doubts someone could speculate
on,

... a particular type of cosmology, one that ensures a preestablished harmony of man with the universe.

It would be a peculiar coincidence in need of much explanation if, for every domain, every one of the

interesting true theories, and all of them together, should just happen to be simple enough to be usable by,
and intelligible to, us.

(Cherniak, p. 129.)

And he could go on to make an assumption of veracitas Dei (as Descartes and Thomas
Reid did) to underwrite his belief in a pre-established harmony of man’s mind and the cosmos,
to back his hope that our cognitive means are adequate for our cognitive ends. These
conjectures, however, will likely be unsavoury to the naturalist, because of their speculative
metaphysical character.

IV IS Justification only Argumentative?

The localist-naturalist can still argue that behind the sceptic’s doubts examined so far
lurks the assumption that justification is only argumentative i.e., the belief that a proposition
is justified by inferring it -say, deductively or inductively — from some premisses, and only
thus. Therefore, it follows that if there are logical limits to argumentation, then there will be
also logical limits to justification. Our sceptic has confined justification only to inferential
relations amongst propositions and our sceptic has required that the justified believer have a
conscious reason*! for thinking that his belief is true.

10 This because, natural selection, being interested only in survival, it had to cut corners to save energy

and time.

1 Or at least, the justified believer should have his beliefs justified by reasons that can be made
conscious -after adequate self examination or reflection- that is, the justifying reasons should be capable
of becoming conscious.
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The naturalist, on the other hand, also welcomes ‘externalist’ non-argumentative
justifications, such as those provided by, say, some psychological unconscious processes. It
is claimed, for example, that beliefs caused or generated by overall reliable truth generating
psychological processes (or beliefs transmitted, from previously justified beliefs, by generally
reliable belief transmitting processes), in an environment normal for the formation or
transmission of such beliefs, are justified.

For this doctrine, reliabilism, beliefs would be justified even if the subject were unaware
of the belief generating and transmitting processes or faculties going on in his mind, and
because of this unawareness of the justificans the believer will in general have no reason for
thinking that his beliefs are true or likely to be true, but will nonetheless be justified in
accepting his beliefs. Examples of possible reliable *source’ processes are perception, memory,
reasoning and intuition, while examples of possible reliable ‘transmitting’ or inferential
processes are deduction and induction.

Reliabilism deals successfully with a scepticism concerning observational statements,
since for reliabilism observational or basic statements can be justified if they are generated
by some reliable non-inferential psychological processes, such as the processes of perception
of a healthy subject in a standard situation. While in the argumentative conception of
justification, only other statements can justify basic statements, a requirement which leads us
into the familiar sceptical quandary: an infinite regress of justificatory statements, and to stop
the regress of statements, circularity or dogmatism. Popper, for example, deals with this
trilemma by concluding that aform of conventional dogmatism is unavoidable, that is, some
basic statements have to be taken as true pro tem by a convention made by a scientific
community. A conventional agreement, though, that could be revised and substituted by
another conventional agreement™, if serious criticism of the first conventional basic statement
were to arise. Still, the basic statements at which we stop the regress have the character of
dogmas in the sense that they are accepted as true — again, even if only temporarily- without
an argumentative justification. Popper arrives at this doctrine of his, because he believes that
statements can only be justified by other statements, and therefore he believes that
psychological processes even if reliable can at most cause or motivate our decision to accept
some basic statements, he would say that the reliabilist confuses justification with causation
or motivation®,

Every test of atheory, whether resulting in its corroboration or falsification, must stop at some basic
statement or other which we decide to accept.

... The basic statements at which we stop, which we decide to accept as satisfactory, and as sufficiently
tested, have admittedly the character of dogmas, but only in so far as we may desist from justifying them
by further arguments (or by further tests).

... Experiences can motivate a decision, perhaps decisively, and hence an acceptance or arejection of a
statement, but a basic statement cannot be justified by them — no more than thumping the table.

12 Assuming the scientific community can reach an agreement about which basic statements are not
problematic for the time being.

¥ Popper’s position can perhaps be clarified via an ethical analogy, thus imagine a criminal who would
causally explain his crime by showing that his action was the result of an emotional process (say, love or
benevolence) that in general, and in standard situations leads, to good actions. Would we say that this causal
explanation justifies as good his crime? Many of us would find an affirmative answer as counterintuitive.
On the other hand, the adage says: to know all, isto forgive all, forgive perhaps, but not justify as good
or right.
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(Popper, sections 27-9.)

Hence, it seems that reliabilism can avoid an scepticism of basic statements, while the
traditional argumentative or internalist doctrine of justification cannot avoid scepticism.

The reliabilist, however, has to deal with sceptical difficulties of his own once the sceptic
asks for a justification of the beliefs in the reliability of the so-called reliable processes. Thus,
the justification for the beliefs about the reliability of some processes will be provided by
some other belief generating ‘reliable’ processes, and to stop a regress the reliabilist, like the
argumentative internalist before him, will end with circularity or dogmatism concerning the
reliability of some process. The reliabilist will stop the regress by arguing that our cognitive
processes, such as our inductive processes, are reliably self-supporting,** or by arguing that
various of our cognitive processes are supported by some more basic self-supporting cognitive
processes, or by arguing that our cognitive processes mutually (i.e., circularly) support each
other,

An important component of a reliabilist theory of knowledge would surely be a list of reliable faculties:
perception, memory, introspection, inference, and perhaps others. But how could one justify the addition
of a faculty to the list except by use — direct or indirect- of that very faculty? And isthat not as
viciously circular as declaring a source reliable by accepting itsreports at face value and inferring
that it issuestruth? Such reasoning isunreliable and in any case unacceptable. We may perhaps avoid
vicious circularity by allowing a faculty to gain support from the use of other faculties. But these would
need support of their own and how could they gain it except by each leaning on the others? Reliabilism
is thus driven to seek refuge in a wide enough circle, which it must regard as benign, perhapsin
virtue of itswide diameter.

(Sosa, E., p. 95.) (Emphasis added.)

However, both a viciously circular argument with a wide diameter and one with a small
diameter are equally logically unacceptable, if there is any difference between these two
circles it would be just a matter of psychological obviousness. The wide diameter circle may
be regarded as «benign» (i.e., as a bona fide probative argument) only because its circular ness
remains hidden, only because its fault is not apparent, but if so, this looks as a deceptive or
hypocritical strategy, it looks like a simulation game.

For example, assume that one has belief B that our memory has been in general a reliable
belief producing cognitive process. Now, if someone asks for a justification of B, we could
justify it by saying that belief B is generated by our memory cognitive processes. That is, we
would justify B by invoking our memory — i.e., circularly — and if in addition, we were to
infer that our memory cognitive processes will probably continue being reliable, we would
have to assume also that our inductive cognitive processes are reliable.

Moreover, the reliabilist assumes that a belief B is justified in case cognitive processes
that are in general reliable produce B (or transmit B from other justified beliefs.) Now, if the
reliabilist is in turn going to justify his theory of justification he will argue either:

i) That the reliabilist theory of epistemic justification is justified because possible overall
reliable cognitive processes, such as reasoning plus imagination, generate the reliabilist’s
theory of justification. It is, however, problematic to argue that reasoning and imagination
— once taken beyond our strongest intellectual intuitions- are by themselves in general
reliable belief generating cognitive processes, given that it is almost a truism that
reasoning and imagination have often lead us into absurd theories or beliefs.

1 Cf., Papineau for a reliabilist rule circular justification of induction.
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Or,

i1) Thereliabilist will end up with an argumentative internalist justification of his theory of
justification, an argumentative justification that will ultimately lead again into the
sceptical trilemma, of infinite regress, circularity, or dogmatism. Hence, in the end, the
reliabilist finds himself in the same sceptical muddle from which he tried to extricate
himself.
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1.

One of the main reasons for interest in the «private language» debate is the assumption
that the impossibility of such a language has significant implications for the philosophy of
mind. In particular, its impossibility has been thought to undermine the Cartesian Model of
how natural language sensation words get their meaning.* According to this model, a sensation
word, such as “headache’ or ‘tickle’, gets its meaning in virtue of an act of “inner’ association
or ostensive definition. Even though you and I use the same English word (e.g., “headache”)
what | mean is defined with reference to my headaches, and what you mean is defined with
reference to yours. | argue that this model is not undermined by the private language
argument. Further, this model is normally thought to imply that the meanings of sensations
words, so defined, are logically private, intelligible only to their user. | argue that this
assumption is false.

2.

First some comments on Wittgenstein’s private language argument(s). At #202 of the
Philosophical Investigations Wittgenstein offered a condensed version of the private language
argument explicitly presented at #258. At #243, the issue of private language is raised again.
It is crucial to be clear about the sense of “private’ in this and other passages. Wittgenstein’s
concern is with whether there can be a logically or necessarily private language, a language
necessarily intelligible to only one person.? The way Wittgenstein approaches the issue is to
ask whether someone could invent a language in which words «refer to what can only be
known to the person speaking; to his immediate private sensations. So another person cannot
understand the language.» (#243)

One point needs to be noted about this passage (and here | am indebted to E. J. Craig’s
excellent «<Meaning and Privacy»®). Craig argues plausibly that the ‘So’ actually denotes a

! So-called for good reason. In the opening pages of the Second Meditation, Descartes makes it clear

that he could not acquire the ideas of thought or sensation from contemplation of bodies (either his own
or those of others). He wrote: « ... according to my judgement, the power of self-movement, like the power
of sensation or of thought, was quite foreign to the nature of a body; indeed, it was a source of wonder to
me that certain bodies were found to contain faculties of this kind.» (R. Descartes Meditations on First
Philosophy (ed.) J. Cottingham (Cambridge University Press, 1996) pp. 17 — 18) On such a view,
introspection is presumably the only way in which one might give meaning to one’s mental words.

2 Wittgenstein concedes the possibility of contingently private languages: «[w]e could even imagine

human beings who spoke only in monologue» (#243).

¥ In B. Hale & C. Wright A Companion to the Philosophy of Language (Oxford, Basil Blackwell, 1997)
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fallacious inference (p. 128). From the fact that alanguage refers to «what can only be known
to the person speaking» it does not follow that «another person cannot understand» it. This
follows only on the assumption that A understands