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ABSTRACTS OF THE PAPERS

About Properties of L-Inconsistent Theories
by Wacheslav Moiseyev

In the paper a new type of the formal theory, «L-inconsistent theory», is constructed and
some properties of such theories are investigated. First a theory T* is defined as a set of
limiting sequences of formulas from a theory T with a language L. A limiting sequence
{A,}",-; of the formulas from T is said to be theoremof the theory T* if there exists an
m=0 such that for any ¥m the formulaA, of the language L is a theorem of the theory T.

T is embeded into T*. Then, a theorem of T* is calledlagontradictionif the limit of this
theorem equalB= B, whereB is a formula of the language L. Finally, the theory T* is said

to be anL-inconsistent theoryf there exists an L-contradiction in T*. It is proved that the
theory T* is consistent, complete, etc., iff the theory T is consistent, complete, etc. However,
T* contains more theorems and inferences than T (see Theorems 9 and 10). L-inconsistent
theory T* can be presented as a new approach to the Philosophical Logic, dealing with an
extension of Method of Limits to thinking. Namely some philosophical antinomies, for
example Kantian ones, could be presented as L-contradictions in an L-inconsistent theory.

Paraconsistent logic! (A reply to Slater)
by Jean-Yves Béziau

We answer Slater’'s argument according to which paraconsistent logic is a result of a
verbal confusion between «contradictories» and «subcontraries». We show that if such notions
are understood within classical logic, the argument is invalid, due to the fact that most
paraconsistent logics cannot be translated into classical logic. However we prove that if such
notions are understood from the point of view of a particular logic, a contradictory forming
function in this logic is necessarily a classical negation. In view of this result, Slater’s
argument sounds rather tautological.

The Logic of Lying
by Moses Oké

By definition, a lie is a dishonestly made statement. It is a wilful misrepresentation, in
one’s statement, of one’s beliefs. Both a truthful person and a liar could hold false beliefs. We
should not uncritically regard an untruthfully made statement as an untrue statement, or a
truthfully made statement as a true statement. The only instance when a lie is necessarily false
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is when the liar’s corresponding belief that was distorted was true. In other instances, the lie
could be either true or false. We conclude that a lie is not necessarily a false statement.

Sparse Parts
by Kristie Miller

Four dimensionalism, the thesis that persisting objects are four dimensional and thus
extended in time as well as space, has become a serious contender as an account of
persistence. While many four dimensionalists are mereological universalists, there are those
who find mereological universalism both counterintuitive and ontologically profligate. It would
be nice then, if there was a coherent and plausible version of four dimensionalism that was
non-universalist in nature. | argue that unfortunately there is not. By its very nature four
dimensionalism embraces theses about the nature of objects and their borders that make any
version of non-universalist four dimensionalism either incoherent or at least highly
implausible.

Are Functional Properties Causally Potent?
by Peter Alward

Kim has defended a solution to the exclusion problem which deploys the «causal
inheritance principle» and the identification of instantiations of mental properties with
instantiations of their realizing physical properties. | wish to argue that Kim’s putative solution
to the exclusion problem rests on an equivocation between instantiations of properties as
bearers of propertieand instantiations agroperty instancesOn the former understanding,
the causal inheritance principle is too weak to confer causal efficacy upon mental properties.
And on the latter understanding, the identification of mental and physical instantiations is
simply untenable.

Subcontraries and the Meaning of «If...Then»
by Ronald A. Cordero

In this paper | maintain that useful, assertable conditional statements with subcontrary
antecedents and consequents do actually occur. | consider the paradoxical results of applying
rules of inference like Transposition in such cases and argue that paradox can be avoided
through an interpretation of conditionals as claims that the truth of one statement would permit
a sound inference to the truth of another.

Does Frege’s Definition of Existence Invalidate the Ontological Argument?
by Piotr Labenz

It is a well-known remark of Frege’s that his definition of existence invalidated the
ontological argument for the existence of God. That has subsequently often been taken for
granted. This paper attempts to investigate, whether rightly so. For this purpose, both Frege’s
ontological doctrine and the ontological argument are outlined.
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Arguments in favour and against both are considered, and reduced to five specific
qguestions. It is argued that whether Frege’s remark was right depends on what the answers to
these questions are, and that for the seemingly most plausible ones — it was not.

Why Prisoners’ Dilemma Is Not A Newcomb Problem
by P. A. Woodward

David Lewis has argued that we can gain helpful insight to the (all too common)
Prisoners’ Dilemmas that we face from the fact that Newcomb’s Problems are easy to solve,
and the fact that Prisoners’ Dilemmas are nothing other than two Newcomb Problems side by
side. The present paper shows that the (all too common) Prisoners’ Dilemmas that we face are
significantly different from Newcomb Problems in that the former are iterated while the latter
are not. Thus Lewis’s hope that we can get insight into the former from the latter is illusory.

A Paradox Concerning Science and Knowledge
by Margaret Cuonzo

Quine’s and Duhem’s problem regarding the «laying of blame» that occurs when an
experimental result conflicts with a scientific hypothesis can be put in the form of a standard
philosophical paradox. According to one definition, a philosophpeabdoxis an argument
with seemingly true premises, employing apparently correct reasoning, with an obviously false
or contradictory conclusion. The Quine/Duhem problem, put in the form of a paradox, is a
special case of the skeptical paradox. | argue that both the Quine/Duhem paradox and the
skeptical paradox enjoy the same type of solution. Both paradoxes have the kind of restricted
solution that Stephen Schiffer calls «mildly unhappy-face» solutions. Although there can be
no solution to these two paradoxes that gives an accurate account of the relevant notions (e.qg.,
knowledge), replacement notions are given for the ones that lead to the paradoxes.

Between Platonism and Pragmatism: An alternative reading of Plato’sTheaetetus
by Paul F. Johnson

In a letter to his friend Drury, Wittgenstein claims to have been working on the same
problems that Plato was working on in tid@eaetetusin this paper | try to say what that
problem might have been. In the alternative reading of the dialogue that | construct here,
attention is drawn to Socrates’ frequent appeal in the course of discussion to the ordinary ways
of speaking that he, and Theaetetus, and everyone else in Athens at the time engaged in. The
more abstruse theories of Heraclitus and Protagoras which Socrates and Theaetetus are
discussing are found to do violence to these ordinary ways of talking, and found seriously
wanting as a result. A case is made that the conventions and presuppositions of ordinary
conversational speech are inherently normative, and constitute a valid standard against which
philosophical theories may be measured. Lines of affinity are drawn between these claims
advanced by Plato and the recent work of contemporary neo-pragmatists, and Robert
Brandom’s work in patrticular.
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Blob Theory: N-adic Properties Do Not Exist
by Jeffrey Grupp

| argue for blob theory: the philosophic position that n-adic properties do not exist. |
discuss hitherto unnoticed problems to do with the theories of property possession in the
ontological theories of ordinary objects: the bundle theory of objects and substance theories
of objects. Specifically, | argue that theories of property possession involved with the bundle
theory and substance theories of objects are contradictory, and the best theory we have been
given by metaphysical realists is a theory that reality is propertyless.
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ABOUT PROPERTIES OF L-I NCONSISTENT THEORIES

VWacheslav Moiseyev

Apparently, there have been two traditions in the history of logic, these are Line of
Parmenide and Line of Heraclitus. Former is originated from the ideas of Parmenide-Aristotle
and is based on the Law of Identity. This line constitutes formal logic. Latter is originated
from the ideas of Heraclitus-Plato and has been expressed itself in the ideas of dialectics, or
dialectical logic. Contemporary mathematical logic is the worthy result of the development of
the first line. Possibility of good precision and clear procedures of justification is the most
strong side of this line. On the other hand, dialectics always have been trying to deny the
meaning of Law of Identity. Dialectical ideal have been expressed itself in the idea of
contradiction. But a very big problem have been subsisted here. This is the problem which we
shall callProblem of Logical Demarcation (PLDBreafly speaking, essence of the problem
is in the following idea. Mistakes are contradictions too and if dialectics does not want to be
simply mistaken reasoning, then it must show a criterion with the help of which we could to
separate contradictions-mistakes from dialectical contradictions (antinomies). We shall call
such criterion agriterion of Logical Demarcation (CLD)AIlthough dialectics has not been
able to show CLD but there have been many interesting attempts to find the Criterion. One
can refer here to Plato, Nicholas from Cusa, Russian Philosophy of All-Unity, etc.

It seems to us that one of the interesting ideas here is the idea of some connection
between CLD and concept of limit. For example, Nicholas from Cusa tried to express idea of
God in the image of a straight line which is limit for the infinite sequence of tangent
circumferences. Our paper is an attempt to extend this trend and to formulate a version of
CLD, where dialectical contradictions (antinomies) can be expressed as limits of ifinite
sequences of formulas in a formal language. Main new idea is here in the technique of work
with the limiting sequences dbrmulas not terms. This idea is fully correlated with the
method of extension of rational numbers by irrational ones in mathematical analysis. As is
well known, every irrational number can be represented by a limiting sequence of rational
numbers. Then we can represent rational numbers itselves as a particular case of limiting
sequences, i.e., as stationary sequences. Thus we are passing to a new type of objects and we
can define operations with these objects generalizing of operations on rational numbers. The
same approach is demonstrated below but in the logical sphere.

Basic task here is to define limiting sequences of formulas. Separate formulas in a formal
language can be considered as analogues of rational numbers in analysis. Stationary sequences
of formulas must be a particular case of the definition of limiting sequence. We shall carry
out the task of limiting sequence of formulas definition by use of limiting sequences of terms.
Let us see the following simple example. Let 1/n = 1/n andA/fVn+1 be formulas in a
theory T generalizing theory of real numbers. Then for everyn =1, 2, 3, we can prove that
the corresponding formulas are theorems. Let us propose that we can prove also formula
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lim(1/n) = 0 in T (I shall mean the limit of sequence of termsaa n- c under the symbol
lim(a,)), i.e., limit of sequence of numbers 1/n is zero. (1/n = TWri/n # 1/n+1) is also
formula in T and we can consider the following infinite sequence of formulas

(11 = V1011 # 1/2), (1/2 = /20 1/2 # 1/3), (1/3 = 1/30 1/3 # 1/4), .

Every element of the sequence is formed as the result of substitution of constants 1/1, 1/2,
1/3, etc., for the places of variables in formula (x8x # y). For example, first formula can
be represented as (x£xx #y) ,, [1/1, 1/2], i.e., as the result of substitution of constants 1/1
and 1/2 for variables x and y respectively. Hence we can rewrite the sequence of formulas in
the following form

(x=x Ox 2Y),, [1/1, 1/2], (x=xOx 2Y) ,, [1/2, 1/3], (x=xOx 2 y) ,, [1/3, 1/4], ..
It permits to us to use the following designation for the expression of this sequence
{(x=x Ox #Y) ,, [1/n, LIn+1]}

Let us define the limit of this sequence as the result of substitution of limits of sequences
of terms for the variables. In our case we receive

lim((x=x OXx #Y) ,, [1/n, In+1]) 3¢ (x=x O X #Y) ,, [lim(1/n), lim(1/n+1)]
Since lim(1/n) = lim(1/n+1) = 0, we finally receive

lim((x=x Ox #Y) ,, [1/n, In+1]) = (x=xUx #y),, [0, 0]) = (0 = 000 # 0),
i.e., contradiction.

However, though limit of sequence of formulas is contradiction, every formula from the
sequence is theorem of T. Such consequence of formulas plays a role similar to role of
consequence of rational numbers which limit is absent between rational numbers, i.e., is an
irrational number. We shall call consequences of theorems which limit is contradiction as
contradiction i.e., limit contradiction. Instead of working with contradiction we can work with
limiting consequence of formulas which limit is the contradiction. Logic of limiting
consequences of formulas is not poorer than logic of formulas since the last is generalized by
the former on the basis of stationary sequences.

Finally, we can formulate CLD with the help of the idea of L-contradiction. Namely,
contradiction A4 A is called anantinomy (dialectical contradiction) relatively consistent
theoryT if AlZ A is formula of the language of T and there exists an extension of the theory
T to a theory T* of limiting consequences of formulas from T such that there exists an L-
contradiction from T* which limit equals B A. Therefore it is clear that satisfactory decision
of CLD and PLD is the consequence of satisfactory formulation of the theory T* and its
properties. Below we shall investigate namely this problem.

Suppose T is a formal theory with a language L such that there exist formulas in L, which
can be represented in the metalanguage as expressions of thdifala x= a», where @ »,
«a» are names for terms from Lnz is name for natural number n, and these formulas can
be interpreted in a model M of the theory T as the equality of the limit of a sequenke {a
with individuals from M to an individual a from M. We shall say that such theory T is called
t-limiting theory («t» is used from «term»). A theory of sets and theory of real numbers are
examples of t-limiting theories.
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Let T be a t-limiting theory with a language L, whefg is a formula from L such that
(™) A=A e, xm [alnipl’ aznipZ’ ey A s pmls
where p O N,
N is set of natural numbers,
and j=1,. ,m.

In other words, the formuld, is the result of the substitution of terma$,, ,,, &, ., -
a", . pm for free entrances of the variableg x,, ..., X, into a formulaA, where each of the
termsd, . ,; is an element of an infinite sequenca,{ (k is variable of sequence here), and
theorems of the form

limal, = a
are deduced in the theory T for every |.

The sequenceA,}” -, is defined for the formula, of the sort (*). By definition, put
A, =limA =A  » . llim@,), lim@),..lim@".)].

This definition allows us to reduce a conceptfofmula limit to limits of terms, which
are included into a formula.

DEFINITION 1. SequencesA,}” -, of the formulasA, of the sort (*) and also stationary
sequences of the formulas from L are callediting sequencesf the formulas from L.

Let a language L* be the set of all the terms from L and also the set of all limiting
sequences of the formulas from L. The language L can be embeded into the language L* with
the help of the injective map E*: L. L* such that ifais a term from L, then E*)=3a, if A
is a formula from L, then E*) is the stationary sequence of the formukas

DEFINITION 2. Limiting sequences of the formulas\{}*., are calledformulas of the
language L*

Thus the languages L and L* do not differ between themselves by the alphabets and sets
of terms but only sets of the formulas.

DEFINITION 3. We say that two formulasA.}”,-; and {B,}*,-; from L* are calledequal
and this is denoted by & }” ., = {B,}”.-» if the formula limA, (i.e. formula, which
is limit of sequence A }”,-) can be obtained from the formula IBp by right renaming
of bound variables.

DEFINITION 4. A formula {A,}*,-; of the language L* is said to be metatheorem of the
theory Tif there exists an m0 such that for any 2m the formulaA, of the language L
Is a theorem of the theory T.

DEFINITION 5. A limiting sequence of the formula®\{} “,-;, which is a metatheorem of the
theory T, is called arL-contradiction(«L» from «limit») if the limit of this sequence,
limA,, equalsBl= B, whereB is a formula of the language L.

DEFINITION 6. The set of metatheorems of the theory T is calledery T*

In this case, the metatheorems of the theory T can be calledrdsoemsf the theory
T*. The language L* is the language of the theory T*. We shall say that T* is calléd a
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limiting theory («f» from «formula»). The approach, circumscribed above, can be considered
as a methodology of building-up of ft-limiting theories on the basis of t-limiting theories. The
theory T* is said to be alh-inconsistent theoryf there exists an L-contradiction in T*.

DEFINITION 7. The theory T* is calleatonsistenif not all formulas from L* are theorems
of the theory T* (see also Theorem 20).

THEOREM 1. If the theory T is consistent, then the theory T* is consistent.

PROOF. Suppose the theory T is consistent; then there exists a foArfudan the language
L such thatA is not a theorem of the theory T. LeA{}” -, be the stationary sequence,
where for any nA, is A. The sequenceA,}" -, is a formula from L* but it is not a
theorem of the theory T*. Therefore the theory T* is consistent.

THEOREM 2. If the theory T* is consistent, then the theory T is consistent.

PROOF. Assume the converse. Then the theory T* is consistent and the theory T is not. If T
Is nonconsistent, then any formula of the theory T is the theorem of this theory. If T* is
consistent, then there exists a formula J”,.., from L* such that A }”.., iS hot a
theorem of the theory T*. Hence for any>@ there exists an=m such that the formula
A, is not a theorem of the theory T. This contradiction proves the theorem.

THEOREM 3. The theory T is consistent iff the theory T* is consistent.
PROOF. See Theorems 1 and 2.

DEFINITION 8. Let M be a structure for the language L. We shall say that a formula
{A,}" -, from the language L* is valid in M if there exists aresuch that for anym
the formulaA, is valid in M.

DEFINITION 9. A structure M for the language L is calledh@odel of the theory Tif any
theorem of the theory T* is valid in M.

We shall say that a structure M for the language L is callstracture for the language
L*.
THEOREM 4. Let M be a model of the theory T; then M is a model of the theory T*.
PROOF. Let a formula/A,}”,-; from the language L* be a theorem of the theory T*. Then
there exists an &0 such that for any #m the formulaA, is a theorem of the theory T,

i.e., A, is valid in the model M of the theory T. Therefore the formuks -, is valid
in M. Hence M is a model of the theory T*.

THEOREM 5. Let M be a model of the theory T*; then M is a model of the theory T.

PROOF. Let M be a model of the theory T* akdbe a theorem of the theory T. Suppose
{A.}” -1 Is the stationary sequence, wheékg= A for any n; then A }”._; is a theorem
of the theory T* and A }” -, is valid in M, i.e., there exists an 20 such that for any
n=m the formulaA, is valid in M. SinceA, is A, we see that the formula is valid in
M. Therefore M is a model of the theory T.

THEOREM 6. M is model of the theory T iff M is model of the theory T*.
PROOF. See Theorems 4 and 5.
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DEFINITION 10. A formula {A,}” -, from the language L* is said to be axiom of the
theory T*if there exists an m0 such that for any®m the formulaA, is an axiom of the
theory T.

DEFINITION 11. Suppos¢ , is a set of formulas from L and there exists arGrsuch that
forany rem I, |- A, is an inference of an formul&, from I, in the theory T. Let the
sequence of the set$ {}*,-, have the limit and the sequence of the formulds}{’.-,
also have the limit. Then the objecE{ I A }“.., (i.e. sequence of inferencés | A,,
where n=1,2,3, ) is called aimference in the theory T*Denote by «{,}";
{An} mnzl»’ or «{rn} mn:l % {An} mnzl»’ any inference I{n % An} oon=1'

DEFINITION 12. An inference [, - A,}”,., in the theory T* is said to be groof in the
theory T*if there exists an @0 such that for any>»m I, is a set of axioms of the theory
T or I, is empty.

DEFINITION 13. A sequence of the setE§ “,., is calledregularif { '} ., = {0, {A* ]}
(here {O,."{ A }} is sequence, where n=1,2,3, , of uniong_,"{A* } of one-element
sets {A}), while N is a finite natural number or infinity, anda}“._, (here {A%} is
sequence of formulas of L, where n=1,2,3, ) is a formula from L*. In this case, den
by «{{A", }"n-} k> any {7, }*,o; and denote by «{f\*, } ot} it - {A} e any
inference { .} - - {A.}".-.- We shall say that the formula{} ., is deducedrom the
set {{A*, }*._.} " of the formulas £, }*,_, in the theory T*.

THEOREM 7. If {A.}”,-; IS a theorem of the theory T*, thenA{}” ., is deduced in the
theory T* from axioms of the theory T*.

PROOF. Let f}”,-; be a theorem and not be an axiom of the theory T*; then there exi

11

ote

Sts

an ne0 such that for any *m the formulaA, is a theorem and is not an axiom of the

theory T, i.e., there exists an inferer8g, B",, ..., B",,, I A, in the theory T, wher®",,
B",, ..., B'y are axioms of the theory T. Hefe, = {B", B",, .., B",,,}. Further, if [, -
A, thenl™ |- A, wherel" = 0,_" .. The sequenced,_," [ }”.., has the limit, this
limit equalsr” = 0,_," I',, and, for any em, we havel ™ | A,. ['” can be represented
as {B,, B,, ..., By}, where N is a finite number or infinity, an8,, B,, ..., By are axioms
of the theory T. Let {*,}”,-, be the new sequence, where, for any h, = I'". Further,
for any rem, we havel™*, |- A, and the sequence${}“ .., {A.}”, have the limits.
Hence the inferencel }~._,  {A,}".., is defined in the theory T*. Besides, the
sequence {* }~., is regular. Indeed,{*,}~ ., = {0,.,"{B*.}} “,.., whereB¥, = B, for
any k. It follows that {*}°._, = {{ B*}".- «.", Where the stationary sequences of th
axioms from T BX }“ _, are the axioms of the theory T*. In other words, &{~._, is

a theorem and not an axiom of the theory T*, then there exists the infereB&g {f_.}
e F{A.}”, of the theorem A} “.-, of the theory T* from axioms of the theory T*.
If { A }*_,is an axiom of the theory T*, then there exists the infereneed{} ., of the
theorem A}~ -, of the theory T* from the empty set of axioms of the theory T*.

Let Thm* be the set of all the theorems of the theory T*, Thm be the set of all t
theorems of the theory T.

e

he

THEOREM 9. If the theory T is consistent and the theory T* contains an L-contradiction, then

there does not exist a map h: Thm¥ Thm such that

1) h is a bijection,
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2) h({A,}7,-) is a theorem of the theory T iffA.}”,-; IS a theorem of the theory T *,
3) if {A,}”,-; is a stationary sequence, thenA{F~.-) = A,.

PROOF. Assume the converse, i.e., there exists a map h with properties 1, 2 and 3. It follows
that if {A,}”,-; is a theorem of the theory T*, then there exists the theofefrom T
such that h(A}~,-) = A. Let {B,}*,-; be the stationary sequence such tBais A for
any n. Therefore, we have B{}"-) = A = h({B,}“,-). Since h is bijection, we obtain
{A.}" - ={B,}" - i.e., any theorem of the theory T* equals some stationary sequence
of theorems from the T. On the other hand, & J",.; be an L-contradiction, i.e.,
C, = C, where {C,}",-; is a theorem from T* andC is a contradiction. By assumption,
{C.} == {D,}”z1» Where {D,}* -, is a stationary sequence of the theorems from T, i.e.,
for any n,D,is D andD is a theorem from T. This implies th&t, is D, butC,, is C, and
C is a contradictionD,, is D, andD is a theorem from T. Since the theory T is consistent,
we see tha€ can not be a theorem of T, i.€C, can not be equal tB. This contradiction
proves the theorem.

DEFINITION 15. Let the map\ take each formula4.}”,-, from L* to limA, and take each
terma from L* to a. The map\: L* - L is called anatural embedding of the language
L* into the language LOn the other hand, let the map take each formula from L
to {A,}"-1, whereA, is A, and take each terafrom L to & The mapA*: L - L*is
called anatural embedding of the language L into the language L*

Obviously, if A is a theorem of the theory T, thevf(A) is also a theorem of the theory
T*. The return relation, as follows from Theorem 9, is not correct.

MapsA andA* can be extended to the set of inferences in the theories T* and T. Namely
if an inference {7, - A.}”.., is given in the theory T*, then we can define the objedtl,
A} ) =1lim{, FA}=Iiml, FlimA, (in accordance with Theorem 10, the objectlim
- limA,, is not always an inference of the theory T. In this case, the sign « » is used as a
formal character). On the other hand, if an inferefice A is given in the theory T, then by
definition, putA*(I"  A) ={I", F A.}*.., wherel', isT andA, is A for any n. Obviously, if
I F A is an inference in the theory T, théri(l F A) is an inference in the theory T*. The
return relation is not always correct (see below).

THEOREM 10. If the theory T is a consistent theory and the theory T* contains an L-
contradiction, then there exists an inferende {+ A,}”., in the theory T* such that
A{T, | A}, is not an inference of the theory T.

PROOF. Let {, F A }”._, be an inference in the theory T*, where for any p= [, i.e., the
inference is a proof, andA,}“,-, is an L-contradiction. In this cas&({l",, - A} ") =
lim{l, FA}=Iiml, FIlimA, = F limA_, where limA, is a contradiction. Since the
theory T is consistent, we see that the object Aljnsan not be an inference in the theory
T.

DEFINITION 16. Let the theory T be a theory with axiom schemes akg ¥,-, be an axiom
of the theory T*. If there exists an 30 such that for any>m A, belongs to one axiom
scheme A, then we say thaf{}“ ., belongs to the axiom scheme A

The theory T* is called d@heory with axiom schematthe theory T is a theory with
axiom schemes and for any axiomM{*,-; in T* there exists an axiom scheme A such that
{A,}"-, belongs to A.
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THEOREM 11. Let T and T* be theories with axiom schemes and axioms of different
schemes be mutually independent in the theory T; then axioms of different schemes in
the theory T* are mutually independent.

PROOF. Assume the converse. Thereforé\jfB are axioms of different schemes in the
theory T, then there does not exist an inferedAce- B in the theory T. Besides, there
exist axioms of different schemeA{}” ., and {B,}",-; in the theory T* such that
{A,}"-;and {B,}“,-; are not mutually independent, i.e., there exists an infereBge{_,

- {A,} = In the theory T*. It follows that there exists an>® such that for any #m
there exists an inferencB, |- A, in the theory T, whereB, and A, are axioms of
different schemes in the theory T. This contradiction proves the theorem.

THEOREM 12. Let the theories T and T* be theories with axiom schemes. If any two axioms
of different schemes in the theory T* are mutually independent, then any two axioms of
different schemes in the theory T are mutually independent.

PROOF. Assume the converse, i.e., any two axioms of different axiom schemes of the theory
T* are mutually independent and there exist axiomnandB of different schemes in the
theory T such that there exists an inferedice- B in the theory T. Then there exists the
inference B,}”..; F {A,},.; in the theory T*, whereA, is A andB, is B for any n.
Besides, the stationary sequencés¥’,-; and {B,}”,-, are axioms of different schemes
in the theory T*. This contradiction proves the theorem.

THEOREM 13. Let the theories T and T* be theories with axiom schemes. Then axioms of
different schemes in the theory T are mutually independent iff axioms of different
schemes in the theory T* are mutually independent.

PROOF. This follows from Theorems 11 and 12.

THEOREM 14. Let the theories T and T* be theories with axiom schemes. If there does not
exist an axiom of the theory T, which can be deduced from any finite set of axioms of
another schemes of the theory T, then this is correct for axioms of the theory T*.

PROOF. Assume the converse, i.e., the condition of the theorem is true and there exist an
axiom {A }”,_, and a set of axioms of another schemeB"}~, _},.," in the theory T*
such that there exists an inferenceBff}“._} .. I {A,}“.-, in the theory T* and N is
a finite number. The expression &{}“ _},.,"» guesses that the set of the axioms
{B*}” )" is regular, ie., {BX}" 3" = { B*},.,"} ".., and there exists an x0
such that for any am there exists an inferenc®{} ._.," - A, in the theory T, where the
formulasB*, andA, are axioms of different schemes in the theory T. This contradiction
proves the theorem.

THEOREM 15. Let the theories T and T* be theories with axiom schemes. If there does not
exist an axiom of the theory T*, which can be deduced from any finite set of axioms of
another schemes of the theory T*, then this is correct for axioms of the theory T.

PROOF. Assume the converse, i.e., the condition of the theorem is true and there exist an
axiomA and axiom$,, B,, ..., B,, which are of another schemes thansuch that there
exists an inferencB,, B,, ..., B, | A in the theory T. Let {B*}“..;},.rr F {A}"., be the
inference of the theory T*, wherd, is A andB, is B, for any i. This inference will be
an inference of the axiomA}“,_, from the axioms B*}~_, of another schemes. This
contradiction proves the theorem.
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THEOREM 16. Let the theories T and T* be theories with axiom schemes. There does not
exist an axiom of the theory T*, which can be deduced from any finite set of axioms of
another schemes of the theory T* iff this is correct for axioms of the theory T.

PROOF. See Theorems 14 and 15.

DEFINITION 17. The theory T (T*) is calledemantically completd# any formula from the
language L (L*), which is valid in any model M of the theory T (T*), is a theorem of the
theory T (T%).

THEOREM 17. If the theory T is semantically complete, then the theory T* is semantically
complete.

PROOF. Assume the converse, i.e. the theory T is semantically complete and the theory T*
is not. It follows that there exists a formulaA{}“,-, of the language L* such that
{A,}" - is valid in any model M of the theory T* and at the same tinfe }{",-, is not
a theorem of the theory T*. If4,}”,-, is valid in a model M of the theory T*, then there
exists an e0 such that for any #m the formulaA, is valid in the model M. Since,
according to Theorem 6, the model M of the theory T* is simultaneously a model of the
theory T, we see that for any>m the formulaA,, is valid in the model M of the theory
T. Since M is any model of the theory T and the theory T is semantically complete, we
see that for any ¥m the formulaA, is a theorem of the theory T, i.e., the formula
{A,}" -, from the language L* is a theorem of the theory T *. This contradiction proves
the theorem.

THEOREM 18. If the theory T* is semantically complete, then the theory T is semantically
complete.

PROOF. Assume the converse, i.e., the theory T* is semantically complete and the theory T
is not. It follows that there exists a formuka of the language L such that is valid in
any model M of the theory T and at the same tifes not a theorem of the theory T.
Let {A}”,-; be the formula of the language L* such thfat is A for any n. The model
M, according to Theorem 6, is simultaneously a model of the theory T*. Then the
formula {A,}"-; is valid in any model M of the theory T*. Since the theory T* is
semantically complete, we see that the formubg}{°,-, is a theorem of the theory T*,
i.e., the formulaA is a theorem of the theory T. This contradiction proves the theorem.

THEOREM 19. The theory T* is semantically complete iff the theory T is semantically
complete.

PROOF. See Theorems 17 and 18.

THEOREM 20. Let a formula A, }”,-; of the language L* be a formula, for which there
exists an re0 such that for any»m A, is B[Z B, whereB is a formula of the language
L. Then for any formula €}~ -, from the language L* there exists an inference in the
theory T* {A} s F {Co} "nes

PROOF. According to the definition, an inferenc& J”.-, |- {C,} ", iS an object A, F
C.}”.-,, Where there exists arep such that for any¥p A, |- C, is an inference of the
theory T. If there exists an »® such that for any ®m A is B3 B, then an inference
A, I C, is always well defined in the theory T for angm, i.e., p=m.
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After the technical side of the theory we would like to return to more philosophical
aspects of the problem. Below we try to show an example of representation of concrete
philosophical antinomy as an L-contradiction.

Let S be a consistent formal set theory with the posibility to prove in S a theorem of
existence of set theoretical universeg U,, U,, ..., where YO U,,,, U; # U,,, for any i, and
if X 00U, and X0 U,, then XJU,,,.

Let then R* = {X OU,: XOX} be an (i+1)-Russell setWe can prove that'R 0 U,, R
R™, R0 R"and R0 R*? are theorems in S for any i. Let S be t-limiting theory, i.e., limit
of infinite sequence of sets is defined in ordinary sense. In particular, limit of infinite sequence
of sets {X}, where X"OX™! for any n, equals infinite unificationl{X,}. From here we
receive that infinite sequence {8 “_, of i-Russell Sets has limit. | shall denote this limit as
R®. Therefore there exists L-inconsistent theory S*, where the infinite consequence of
formulas {R"0O R** O R*'0 R*4~_, is L-contradiction. Really limit of this consequence is
contradiction RO R* 0 R0 R”. If this contradiction is considered as analogue of Russell
paradox, then we receive the proof that this paradox is antinomy, not mistake.

On the basis of limiting consequencefR”_, and limiting consequences of formulas we
could to try to interprete some philosophical antinomies, for example, first antinomy of Kant’
Critique. This antinomy asserts that Universe is and at the same time is not limited in space-
time. Let XOOX be axiom of the theory S. Then"R= U™’ Hence i-Russell set equals i-
Universe, where i=1,2,3, . If XI R, then we can say that X idimited. Thus assertion that
X is not i-limitedis expressed itself in the formulaDR'. The first Kantian antinomy can be
interpreted not so much separate proposition as limiting consequence of propositions, i.e., as
L-contradiction {R™0 R** OR*'0 R*%} ., or {U™'0 U™ OU™'0O U*3“_,. Therefore Russell
paradox has obvious connection with the dialectical tradition of philosophical logic and his
formulation today is a certain manifestation of outgrowing of Line of Parmenides in
contemporary logical thinking.

By the same way we can express another philosophical antinomies, for example Hegel
antinomy of being which is also nonbeing. FormuldXUJ' can be expressed the idea that X
is i-being. Let {X} ", be a sequence of sets, wherg, XU, and X,,0U,,, for any i=0,1,.. , and
there exists limit X of sequence {%“_,. For example, X, = R**. Then sequence {X*,
can be an expression of principle, which is being and also nonbeing. Really we have L-
contradiction {X,,0U, O X;,,0U,,}"-. Let O be an operation, where {XOU}"., O
{X.,;0U,,}"- equals by definition {X,0U, O X,,0U,,;}"- We can understand} as
meta-conjunction such that meta-conjunction of two sequences of formulas is sequence of
conjunctions of formulas (by the similar way, we can define another logical operations in logic
of limiting sequences of formulas). Then left member {XU,}“_, of meta-conjunction can
be read as «Xis nonbeing», in accordance with limit lim(xXU,) = X_[U_. Accordingly,
right member {X,,0U,,,} .-, Of meta-conjunction can be read as «X being», in accordance
with the limit lim(X,,0U,,) = X_OU,. Finally we can interprete L-contradiction {X00U, O
Xi:0Ui 1} ico @s Hegel antinomy «there exists a principle which is being and nonbeing».

In our opinion, by the similar way another philosophical and religious antinomies may
be interpreted in suitable L-inconsistent theories. Taking into account the analogy between
method of construction of mathematical continuum and method of L-inconsistent theories
formation, one may conclude that numerous antinomies, constantly have been reproduced in
the history of human thinking, are examples of «logical irrationalities». These are antinomies
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of all the limiting concepts of philosophy, for example, «World», «Being», «Consciousness»,

«Will», «Freedom», «Personality», etc. And just as there exists common method of

mathematical irrationalities expression, there could be a common method of logical

irrationalities representation. Author hopes that ideas of this paper could to help us to come
nearer to this method.

Wacheslav Moiseyev
Moscow Medical Stomatological University
<vimo@list.ru>
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0. Paraconsistent logic

Paraconsistent logic is the study of logics in which there are some theories embodying
contradictions but which are not trivial, in particular in a paraconsistent logic,ethe
contradictione sequitur quod libewhich can be formalized a8Sn(T, a;a)=F is not valid.

Since nearly half a century various systems of paraconsistent logic have been proposed and
studied. This field of research is classified under a special section (B53) Matmematical
Reviewsand watching this section, it is possible to see that the number of papers devoted to
paraconsistent logic is each time greater and has recently increased due in particular to its
applications to computer sciences (see e.g. Blair and Subrahmanian, 1989).

However in a recent paper entitled «Paraconsistent logics?», a philosopher from Perth,
B.H.Slater, pretends to show in less than ten lines that paraconsistent logic doesn’t exist. Here
is his laconic argument:

If we called what is now «red», «blue», and vice versa, would that show that pillar boxes are blue, and
the sea is red? Surely the facts wouldn’t change, only the mode of expression of them. Likewise, if we
called «subcontraries», «contradictories», would that show that «it's not red» and «it's not blue» were
contradictories? Surely the same point holds. And that point shows that there is no «paraconsistent logic».
(Slater 1995, p.451)

Are these few lines, the death sentence of paraconsistent logic?

*Work supported by a grant of the Swiss National Science Foundation



<http://www.sorites.org> —SORITES Issue #17 — October 2006sN 1135-1349 18

Slater’ argumentation is based on the traditional notions of «contradictories» and
«subcontraries». Unfortunately the Perthian doesn’t give precise definitions of them. After
giving such definitions and proving a general result about them, we will show that Slater’s
argument is not valid or, in the best case, is tautological.

1. Contradictories, subcontraries and contraries in the tradition

Such notions as «subcontraries» and «contradictories» belong to traditional logic, i.e.
logic in the tradition of Aristotle. The first point is to precise what is their meaning in this
tradition and the second point is to see how they can be understood in the light of modern
mathematical logic.

One of the sad defect of Slater’s argument is that both of these points are eluded and that
therefore his argument is viciated by fuzziness. The farther precision Slater is getting at is
when he says thatntradictoriescannot be true together - by definition» (Slater 1995, p.453).
Even this precision is quite ambiguous because, due to the fact the Perthian doesn’t give any
definition of contradictories, one may imagine that the definition of contradictories is that two
sentences are contradictories iff they cannot be true together, which is not the correct
definition according to the tradition as we shall see very soon.

Of course one can imagine that it is not necessary to precise what is the exact meaning
of notions such as contradictories and subcontraries, that everybody knows what their meaning
is, and that this meaning is clear. But it is not so obvious, due to the fact that these notions
belong to traditional logic, and that most concepts of traditional logic appear as confuse in the
light of modern logic, and that at least their interpretations is not straightforward.

We will not enter into philological details to explain what is the meaning of
«contradictories», and «subcontraries». The following excerpt from p.56 of (Kneale and
Kneale 1962) will provide all the necessary information for our discussion including the
standard definitions of contradictories, subcontraries and contraries (the concept of subalterns
is not relevant for us here):

... the square of opposition, is also not to be found in Aristotle’s text, but it provides a useful
summary of his doctrine. According to his explanations, statements are opposeudtaslictorieswhen
they cannot both be true and cannot both be false, bubasariesonly when they cannot both be true
but may both be falselJe Interpretatione7 (17b 16-25)] ... Although he does not use these expressions
subalternandsub-contrary, Aristotle (...) assumes that subcontraries cannot be false though they may both
be true. This is shown by his description of them as contradictories of contraries.

For more details about the square of opposition, the reader may consult e.g. (Parsons
1997).

3. Contradictories, subcontraries and contraries in classical logic

Let F be the set of propositional formulas built with the connectivesl], [, —.
Formulas will be denoted bg, b, etc., sets of formulas by, U, etc. The seC of classical
valuations is defined as usual: it is a set of functions fieno {0,1} and its members obey
the standard conditions, in particular we have: for ang C and for anya in F, v(a)=1 iff
v(-a)=0.

With this framework we are now able to define precisely the discussed notions in the
context of the semantics of classical logic.

Given two formulasa andb, we say that they are:
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- contradictories iff for any in C, v(a)=0 iff v(b)=1;
- contraries iff for anyv in C, v(a)=0 or v(b)=0 and there exists in C, v(a)=0 andv(b)=0;

- subcontraries iff for anyw in C, v(a)=1 or v(b)=1, and there exists in C, v(a)=1 and
v(b)=1;

Let us note that if we remove the second part of the definition of subcontraries

«there existsv in C, v(a)=1 andv(b)=1», which translates «may both be true», then all
contradictories are subcontraries. In this case confusing subcontraries with contradictories
would not be the same as switching red with blue, or cats with dogs, but rather would amount
of confusing dogs with canines. Let us cglbbal confusiorthis kind of error by contrast to

the first one that we can calwitching confusionAs Slater claims through his red and blue
example that paraconsistent logicians are making a switching confusion rather than a global
one, it seems implicit that he doesn’t consider that all contradictories are subcontraries, neither
do we here.

It is clear that for any formula, a and-a are contradictories. The connectiveis said
to be acontradictory forming relation

Which examples of subcontraries can we find? For any two atomic forraudaml b, a
and-all are subcontaries, as the reader can easily check. This can be illustrated by «Plato
is a cat» and «Plato is not a cat or snow is blue», which cannot both be false but can both
be true.

Can we define the relation which associates to any forradkee set of formulas-{alb;
bJF} as asubcontrary forming relatiod That sounds reasonable but we must be aware that
in this case this relation includes pairs of formulas likeand —al{a% a) which are
contradictories.

It is clear that inside classical logic, there are a lot of subcontrary forming relations;
however the question is: are paraconsistent negations part of these subcontrary forming
relations? And the answer is: no. Because these negations are not definable in classical logic.

For example da Costa’s paraconsistent negation of the logic C1 is not definable in
classical logic because it is not self-extensional (i.e. the replacement theorem does not hold
for it).

A paraconsistent negation is not in general a subcontrary forming relation inside classical
logic, maybe be it is a subcontrary forming relation from another point of view - this question
will be examined later on - but anyway we must remember that in general paraconsistent
negations are not definable in classical logic and that for example the logic C1 of da Costa
is strictly strongerthan classical logic in the sense that classical logic is definable in C1 but
not the converse. The same happens with intuitionistic logic, and that is why from this point
of view, intuitionistic negation is not a contrary forming relation, erroneous conclusion that
someone may reach applying an argument similar to Slater’s one.

Thus paraconsistent logic is not merely the result of changing the names of concepts of
classical logic already existing, but the appearance of a new phenomenon. This is a first point
against Slater.

Even if someone thinks that notions such as negation and contradictory cannot be used
in another way that the way they are used in classical logic, he must admit that there are
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notions of non classical logic that cannot be defined in classical logic (and that therefore,
however they are named, these notions cannot be named by names naming some notions
definable in classical logic).

As | have pointed out in my review of Slater's paper fbtathematical Reviews
(96e03035), paraconsistent logic is not a result of a verbal confusion similar to the one
according to which in Euclidean geometry «point» will be exchanged with «line», but rather
the shift of meaning of «negation» in paraconsistent logic is comparable to the shift of
meaning of «line» in non-Euclidean geometry.

3. Contradictories, subcontraries and contraries in paraconsistent logic
31. Da Costa’s logic C1

The set of formulas of the logic C1 is the same set of formulas of classical logic. This
logic was presented syntactically in (Costa 1963) and its semantics presented in (Costa 1976).

The semantics for C1 is a non truth-functional semantics. It® s#tbivaluations can be
defined like thisvlD iff vis a function fromF into {0, 1} obeying the following conditions:

if v(a)=0 thenv(-a)=1

if v(al4 a)=1, thev(~ (al# a))=0

if v(a)=0, thenv(-? a)=0

- if v(a#b)=1 andv(a) # v(~a) andv(b) # v(=b),
thenv(- (a#b))=0, where B{[], [J, -}.

These are the conditions for negation. We will not recall the conditions for the other
connectives which are similar to the classical case (note however that the semantics for C1
cannot be generated by distributions on atomic formulas as it is the case in classical logic or
other truth-functional semantics).

It is clear that if we redefine the notion obntradictories subcontrariesandcontraries
inside C1 (i.e. usin@ instead ofC in the definition of SECTION 2), then the paraconsistent
negation~ of C1 is not a contradictory forming relation but is a subcontrary forming relation.

It is worth mentioning that da Costa has also developed a logic in which there is a
paraconsistent negation which is neither a contradictory forming relation, nor a sucontrary
forming relation, nor a contrary forming relation, from the point of view of the set of
valuations of this logic (Loparic and Costa 1984).

32. Priest’s logic LP

Priest has proposed a rival system to da Costa’s one called LP (logic of paradox),
presented for the first time in (Priest 1979). Priest claims that his logic is better than da
Costa’s, in particular because, according to him and Routley, da Costa’s paraconsistent
negation is not a negation but a subcontrary forming relation.

The argumentation of Priest and Routley appears in (Priest and Routley 1989). In the
same paper the two pseudo-Australian claim that their argumentation against C1 cannot be
applied to LP:
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Someone might try to make out that the negation of this system is not really a negation. But in virtue of
all the above points, they would have little ground to stand(&iest and Routley 1989, p.169)

However Slater in his paper attacks also Priest’s logic and says that the paraconsistent
negation of Priest is also only a subcontrary forming relation. Although the argumentation of
the Perthian is quite imprecise, and in particular is false in the sense that Priest’'s negation is
not a subcontrary forming relation inside classical logic, it contains a valid remark that we will
try to make clear.

Priest’s semantics for his logic LP can be presented in different manners. It can be seen
as a three-valued (truth-functional) semantics. The set of valuaRassa set of functions
from F to {0, 2, 1}, obeying the following conditions for negation: for amyn P, and any
ainF,

- v(a)=0 iff v(-a)=1
- v(a)= 2 iff v(-a)= .

Now if we want to interpret the discussed traditional notions in this context (more
generally in the context of a logic with more than two values), we must fix what «truth» is
and what «falsity» is. It is clear that if we interpret truth by 1 and falsity by O, thas a
contradictory forming relation. And that is apparently why Priest thinks that his paraconsistent
negation is really a negation. But his argumentation is viciated as Slater himself confusedly
perceived.

The reason why Priest's argumentation is wrong is the following: he considers as
designated elements (in the sense of matrix theory) not only 1 buvalso , as we can see when
he defines the notions of logical truth and semantic consequence. The last one is defined by:

alJCn(T) iff for every vOP, v(b)=0 for onebT, or, v(a)=1 or v(a)= -.

This definition allows to havea1ICn(b,-b), for any atomic formulasa and b, and
therefore to say that LP is paraconsistent. Had 1 been taken as the only designated value, LP
would have not been paraconsistent.

Priest’s conjuring trick is the following: on the one hand he takes truth to be only 1 in
order to say that his negation iscantradictory forming relationand on the other hand he
takes truth to bé~ and 1 to define LP as a paraconsistent logic. However it is reasonable to
demand to someone to keep his notion of truth constant, whatever it is. Therefore we have
only the two following possibilities, which show that Priest cannot run away: in one case LP
is paraconsistent and its negation is only a subcontrary forming relation from the point of view
of P, in the other case LP’s negation is a contradictory forming relation but LP is not
paraconsistent.

We cannot have the penny and the bun, that is what we will show explicitly in the next
section.

4. A general result about contradictories and paraconsistent logic

It seems to us that the real question is to know whether a paraconsistent negation can be
a contradictory forming relation from the point of view of its own semantics. We have seen
that it is neither the case of da Costa’s negation, nor of Priest’'s negation. In this section we
will show that in general it is not possible for a paraconsistent negation to be a contradictory
forming relation from the point of view of its own semantics.
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For proving this result we will have to discuss and present succintly some general remarks
on logic and semantics. This will permit us by the way to precise some points made about
Priest’s logic.

The notion of contradictories depends on the notions of truth and falsity. One may think
that in the case of many-valued logics, the notion of contradictories would therefore be
seriously challenged. But following the traditional matrix approach to many-valued logic, it
is not really challenged because fundamentally a bivalent division is kept, as stressed by
G.Malinowski:

The matrix method inspired by truth-tables embodies a distinct shadow of two-valuedness in the
division of the matrix universe into two subsets of designated and undesignated elements.

(Malinowski 1993, p.72)

What happens is that matrices are used to define logical truth and also consequence
relation in a way that there is no doubt that designated values should be taken as truth and
undesignated values as falsity. Of course it would be possible to use many-valued matrices
in a more radical way, breaking the bivalent paradigm, as proposed in (Malinowski 1994), but
this is not what is done generally and in particular this is not what Priest is doing, as we have
seen.

GENERAL DEFINITION OF CONTRADICTORIES

The notion of contradictories can be defined for any set of bivaluaBoos a given set
L, i.e. whenB is a set of functions fronh to {0,1}:

Given two objectx andy of L, we say thak andy arecontradictoriesiff for every v(IB,
v(x)=0 iff v(y)=1.

DEFINITION OF LOGIC

We call a logicL any structurd_= <L ;Cn> whereL is any set andCn any function from
the power set of L into itself.

RemarkWe therefore do not presuppose tatobeys any axiom, or that L is a structure
of a particular kind. Our reasoning can thus be applied to any logical language.

DEFINITION OF CLASSICAL NEGATION

Given a logicL=<L;Cn>, a unary function~ on L is said to be alassical negationiff
for everyxOL and I L,

XOCN(T) iff Cn(T,~x)=L
This definition is equivalent to other standard definitions of classical negation (see Béziau
1994).

We can ask: is classical negation a contradictory forming relation (i.e. a relation such that
for everyx, x and-x are contradictories)?  But contradictories in which sense?

Contradictories from the point of view of any set of bivaluations which can define the
logic of this negation, i.e. any adequate bivalent semantics for this logic. Before turning to the
definition of adequate bivalent semantics, let us note that therefore the notion of contradictory
here makes sense only if the logic can be defined by a set of bivaluations. This is the case of
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a wide class of logics, including most of many-valued logics (on this topic see Costa and
Béziau 1994).

Note also that the theorem we will prove below makes sense only if we are in the case
of logics which can be defined by a set of bivaluations, but that the proof of the theorem does
not depend on any specific axioms fOn.

DEFINITION OF ADEQUATE BIVALENT SEMANTICS

Given a logicL=<L;Cn>, a set of function® from L to {0, 1} is called anadequate
bivalent semanticgf for every xdL and T L:

XOCn(T) iff for every vB, if v(y)=1 for everyylT thenv(x)=1.
THEOREM

= is a classical negation (in a given lodig if for every x, x and are contradictories
(from the point of view of any adequate bivalent semanticsLfor

Proof. Suppose that for every x and - x are contradictories and that is not a classical
negation.

1) There existx, T andy, such thakJCn(T) andyICn(T,~x). If y£JCn(T,=X), then there
existsv, such thaw(T)=1, v(-x)=1, v(y)=0. But if xOOCn(T)andv(T)=1, thenv(x)=1. Therefore
x and-x are not contradictories, because they can both be true.

2) There existx andT such tha[JCn(T) andCn(T,~x)=L. If xdOCn(T), then there exists
v such that/(T)=1 andv(x)=0. Now suppose thai-x)=1, thenxJCn(T,~x), which is absurd
due to the fact thatCn(T,~x)=L. Therefore v(-x)=0. Thereforex and -x are not
contradictories, because they can both be false.

RemarkThe converse of this theorem is false. It can be proved (with some few additional
negligible hypotheses) that i is a classical negation, then for evexy x and - x are
contraries, but it cannot be proved thaind-x are subcontraries. One counter example is
the following: as a corollary of a general result, the set of characteristic functions of
deductively closed sets of formulas is an adequate bivalent semantics for classical logic. But
it is clear that given two atomic formulasandb, allCn(b) and -allCn(b).

COROLLARY

Given a paraconsistent negatien(in a logicL), x and-x cannot be contradictories for
everyx (from the point of view of any adequate bivalent semanticsLfjjr

In another words: a paraconsistent negation cannot be a contradictory forming relation
from the point of view of its own semantics (and the same holds of course for intuitionistic
negation, Curry’s negation, Johansson’s negation, etc.).

We have not given a precise definition of paraconsistent negation, and in fact there is no
uniform definition, but to infer the COROLLARY from the THEOREM, we just need to
suppose that a paraconsistent negation is different from classical negation. So if we consider
the rejection of theex contradictione sequitur quod liheEn(T, a, -a) = F, as a necessary
condition for a negation to be paraconsistent, it is enough to get the COROLLARY.
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5. Conclusion

In view of the above result, to say that a negation is not a negation because it is not a
contradictory forming relation, is just to say that a negation is not a negation because it is not
a classical negation, because only classical negation is a contradictory forming relation.

To state, without argumentation, that only classical negation is a negation and to claim
that paraconsistent negations are therefore not negations, is just to make a tautological
affirmation without any philosophical value.

But the real discussion does not reduce to such a trivial point. The question is to know
what are the properties of classical negation which are compatible with the rejection of the
ex contradictione sequitur quodlibatejection which is the basis of paraconsistent negation
(on this topic see Béziau 2000).

Paraconsistent logic has shown in fact that a paraconsistent «negation» can have some
strong properties, that for example it does not reduce to a mere modal operator and that it can
make sense to use the word «negation» in the context of paraconsistency, in a similar way
that it can make sense to speak of «intuitionistic negation» or of «Johansson’s negation».

Moreover, obviously the meaning of the word «negation» in natural language does not
reduce to the meaning of classical negation of classical logic and nobody has yet tried to
prohibit the use of this word in natural language.

Finally, a possible way to consider that a paraconsistent negation (or another non classical
negation) is a contradictory forming relation, despite of our negative result of SECTION 4,
is to change the definition of contradictory forming relation and to say that two fornaulas
andb are contradictories iff one is the «negation» of the other.

Of course this can lead to nonsense if we are dealing with something which has nothing
to do with negation. But if we reasonably change the meaning of «negation», it makes sense
to accordingly change the meaning of «contradictories».

It seems that this is the option Priest has now taken after we present to him our present
criticisms to his paper with Routley.

It is worth emphasized that from this point of view Priest’s negation LP does not present
any superiority to da Costa’s negation C1 or other paraconsistent negations.

Postface

This paper was originally written in 1996, just after | wrote the review of Slater’s paper,
«Paraconsistent logics?» fdvlathematical Reviewsa Romanian translation of it was
published in 2004 in I.Lucica et al. (ed€x falso qodlibet Tehnica, Bucarest. In particular

this paper was written before the publication of Greg Restall's paper, «Paraconsistent logics!»,
Bulletin of the Section of Logi26/3 (1997), with a title which is quite the same. However the
contents of the papers are completely different. After writing this paper | wrote several papers
which are a continuation of it:

J.-Y.Béziau, «Paraconsistent logic from a modal viewpoidoyrnal of Applied Logic 3
(2005), pp.7-14. [<http://www.unine.ch/unilog/jyb/jyb-wopalo-elsevier.pdf>]

J.-Y. Béziau, «New light on the square of oppositions and its nameless cotragical
Investigations 10, (2003), pp.218-232. [<http://www.unine.ch/unilog/jyb/sep.pdf>]
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J.-Y.Béziau, «Are paraconsistent negations negations®araconsistency: the logical way
to the inconsistenW.Carnielli et al. (eds), Marcel Dekker, New-York, 2002, pp.465-486.
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The Logic of Lying

Moses Oke

Introduction

Usually, people normally expect that others should take whatever claims they make as
true. Also, whenever it is said that a claim is a lie, most people generally tend to presume that
the claim is false. It is also generally believed that a truthfully made statement is true.

In this discussion, | wish to call due attention to the nature of a lie to show that it is not
the case that a lie is necessarily a false statement, just as a truthfully made statement is not
necessarily a true statement.

The statements or claims we make are expressions of our beliefs and thoughts; our
statements are reports of the information at our disposal. The information could have come
to us from any sources whatsoever. The epistemic or any other value that we place on each
source and kind of information is a different matter altogether, and not the concern of the
present discussion.

The context for this discussion can be conveniently set in Chisholm’s treatment of «the
Epimenides». Accordingly to Chisholm (1977:91),

If a man says, ‘Il am now lying’ is he saying something that is true or something that
is false? Either possibility seems to lead to a contradiction... we bring the problem
into sharper focus if we consider a man who says more baldly, ‘What | am saying
is false’.

By definition, a lie is a dishonestly made statement. It is a statement which deviates from
what its author actually knows, believes or holds to be true. To lie is, therefore, to say is false
what one believes is true, or to say is true what one believes is false. We may say that a lie
is an intentional and deliberate distortion by someone of what he or she believes or takes to
be true. It is a wilful misrepresentation, in one’s statement, of one’s beliefs. In this regard, it
is important to note that the opposite concept of lying is not truth, but truthfulness. It should
also be noted that whereas truth and falsity are epistemic terms, truthfulness and lying (i.e.
untruthfulness) are moral concepts. It is in this context that we can see how a truthfully made
statement might be untrue, while an untruthfully made statement (i.e. lie) might not be untrue.

The truthful person is one who honestly says what he or she believes or thinks as he or
she believes or thinks it to be. There is agreement between a belief and its corresponding
expression, by a truthful person. However, a person’s belief that P is true, or that P is false,
does not imply that P is true, or that P is false. Wittgenstein indicates this point clearly when
he says:
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From itsseemingo me — or to anyone — to be so, it doesn't follow that it is so... For it is not as though
the proposition ‘It is so’ could be inferred from someone else’s utterance: ‘| know it is so’. Nor from the

utterance together with its not being a (¥Vittgenstein 1974:2, 3).

The truth-value of a statement is therefore independent of the manner of its utterance as well
as the moral status of its author. An honest person and a dishonest person could equally say
what is true, as well as what is false, on the same issue.

Statements, being the expression of their author’s beliefs, thoughts, ideas, feelings, etc.,
could, for one reason or the other, be wrong or inaccurate with reference to what they seek
to express. A person might in his statement express his belief, etc. incorrectly owing to
ignorance, mistake, or illness. In each of these cases, the error involved is epistemic, without
any intention to deceive or misinform anyone. On the other hand, when a statement is not an
accurate expression of its author’s belief owing to his or her intention to do mischief,
deliberately to misinform and deceive those to whom the statement is communicated, we have
a case of dishonesty that falls within the purview of morality rather than that of epistemology.

Hallen (1998:187-204, and 2000:13-35) hints at the tendency of people to mistake
truthfulness for truth when they evaluate one another’s statements. For instance, people
generally tend not to believe or hold as true whatever a person known to be a liar says. On
the other hand, people generally feel inclined to accept as true whatever anyone adjudged to
be truthful or honest says. Wiredu (1996:106) also remarks how the connection between
truthfulness and truth makes the word ‘truth’ ambiguous and confusing.

However, people generally expect that other persons would accept their claims as true.
Thus, even the person who says ‘What | am saying is false’, or the one who says ‘I am lying’
would want and expect to be taken as saying the truth. The point to note here is that the
person who declares his or her own statement false might, in his or her declaration, be making
a false statement, such that the allegedly false statement may in fact be true. On the other
hand, the self-acclaimed liar might be saying the truth about himself or herself, but the
statement might also be true. That is, a liar’s lie might be a true statement. This points to the
fact that a liar does not necessarily say what is false whenever he lies.

A lie might be a true statement if the belief which the liar held to be true, and which he
or she sought to distort, was in fact false. This follows from the fact that owing to a number
of epistemic defects, a person may sincerely hold a false belief to be true, or a true belief to
be false, and say honestly that it is true, or that it is false, respectively. From this, it is to be
noted that a person’s truthfulness does not imply the truth of his or her statements. A truthful
person is not a person who is filled with truths and nothing but truths. In the same vein, a
person’s untruthfulness (or habit of lying) does not imply the falsity of his or her statements.
An untruthful person (a liar) is not a person full of nothing but untruths. In other words, a
truthfully made statement could be either true or false, just as a lie, too, could be either true
or false independently of the motive or character of its author.

Whether a statement is true or false is, therefore, not a function of the moral character
of the statement’s author, but rather of the situation to which the statement pertains. Hence,
we may have (i) statements that are truthfully made but which are false, (ii) statements that
are truthfully made and are true, and (iii) lies that are true statements. We may thus say very
rightly that truthfulness and lying are to persons as truth and falsity are to statements. The
ability to lie is thus an essential characteristic of persons, just as falsity-possibility is an
essential feature of statements, thoughts and beliefs.
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Both a truthful person and a liar could hold false beliefs. However, whereas the truthful
person expresses and communicates his or her belief without any deliberate or intentional
distortion, the liar deliberately and intentionally communicates the opposite, the negation, the
caricature or the counterfeit of his or her belief. It has to be re-emphasised, however, that a
truthfully made statement is not necessarily a true statement, or a statement of truth. This is
so in the same way that Hanson (1952:4-24) has shown that a factual statement is not
necessarily a statement of fact. In a related reference, Wittgenstein (1953: Part 1l, 192e)
cautions that we should not mistake a hesitant assertion for an assertion of hesitancy.
Similarly, we should not uncritically regard an untruthfully made statement as an untrue
statement, or a truthfully made statement as a true statement.

The liar might hold as true a belief that is false. That is, a person who lies about his or
her belief could have unintentionally said the truth. This comes to saying that the lie (i.e. the
negation or distortion of the belief held to be true) was false. On the other hand, a lie could,
unintended though, be true if the author of the lie originally held as false a true belief. Either
way, there is no contradiction involved in the statement or the assertion of it. What we have
is a disagreement between a person’s belief and his or her statement that purports to express
that belief. Hence, whenever a lie is true, the logical implication is that the liar was mistaken
about the truth-value of the belief that he or she sought to misrepresent or distortedly
communicate. In the case of a truthful person, his or her statement will be false only when
his belief is false and true whenever his belief is true.

It is important to note that in the case of a liar, his or her lie could be false both when
the corresponding belief is true and when it is false. This is because the lie may sometimes
not be a logical negation of the liar’s belief; it could be a different false statement that neither
truly expresses the liar’s mistaken false belief, nor falsely expresses his or her true belief.

We can illustrate the possibilities with a simple example. Let us assume that today is
Monday. A liar (or any other person, for that matter) could believe that today is Monday or
that today is any other day of the week, Friday for example. That is, the liar’s belief could be
either true or false. If a liar believes falsely that today is Friday, but untruthfully says that
today is Tuesday, for instance, the lie would be a false statement. Also, if the liar believes
truly that today is Monday but, lying, says that today is Tuesday, for instance, the lie would
also be a false statement. The only instance, therefore, when a lie is necessarily false is when
the liar’'s corresponding belief that was distorted was true. In other instances, the lie could be
either true or false.

We conclude, therefore, that a lie is not necessarily a false statement. This shows, as
Wittgenstein (1953:182) had noted, that the logical relations between the words ‘lie’, ‘true’,
and ‘false’ are «more involved... than we are tempted to think.»

References

Chisholm, R.M. (1977)Theory of KnowledgeEnglewood Cliffs, New Jersey: Prentice-Hall,
Inc.

Hallen, B. (1998), «Moral Epistemology — When Propositions Come out of Mouths: Reply
to Oke»,International Philosophical Quarterlyvol. xxxviii, No. 2, Issue 50.

(2000), The Good, The Bad and The Beautiful: Discourse About Values in Yoruba
Culture, Bloomington and Indianapolis: Indiana University Press.




<http://www.sorites.org> —SORITES Issue #17 — October 2006sN 1135-1349 30

Hanson, N.R. (1952-54), «Fact and Factual StatemeAisalysis vol. xiii-Xxiv.

Wiredu, K. (1996),Cultural Universals and Particulars: African Perspectj8loomington
and Indianapolis: Indiana University Press.

Wittgenstein, L. (1953)Philosophical Investigationdrans. G. E .M. Anscombe, New York:
The Macmillan Company.

(1974),0n Certainty ed. G.E.M. Anscombe and G.H. von. Wright; trans. Denis Badl
G.E.M., Anscombe, Oxford: Basil Blackwell.

Moses Oke
Department of Philosophy
Obafemi Awolowo University
lle-Ife, Nigeria
<rosenhillme@yahoo.co.uk>



SORITES (ZQPITHZ), ISSN 1135-1349
http://www.sorites.org

Issue #17 — October 2006. Pp. 31-48
Sparse Parts
Copyright © by Kristie Miller and SORITES

SPARSE PARTS

Kristie Miller *

1 Introduction

It is sometimes said that four dimensionalists are guilty of ontological profligacy. They
admit into their ontology crazy objects such as that composed of your cat on Tuesday and my
dog on Wednesday. It is thus at least implied that four dimensionalism is incompatible with
the view that ontology is sparse, that is, the view that only some arrangements of basic
particulars compose composite concrete objeTtsis incompatibilty, however, has as yet not
definitively been shown to be the case. | argue that four dimensionalism in its most common
variety, perdurantism, is indeed incompatible with the view that ontology is sparse, but that
this need not provide reason to reject four dimensionalism. For this incompatibility is merely
a specific instance of a more general problem that a sparse ontology view faces with respect
to parthood, namely the problem that we frequently quantify over non-existent parts.

Suppose we agree about the distribution of basic partictilars] we ask what, if
anything, is composed of those particulars: that is, we ask which objects exist. One natural
response to this question is to hold that only some ways of arranging particulars composes an
object, and some other ways do not. Call this the view that composition is resfrittette
are various different accounts of jushichways of arranging particulars will result in some
object being composedn general however, these accounts attempt to preserve our intuitions
that there is, for instance, no object composed of myself and George Bush, or of a tennis
racket and your left foot. The view that composition is restricted therefore results in what we
might call a sparse ontology, for it countenances the existence of far fewer objects than, for
instance, the view of mereological universalism according to which every way of arranging

With thanks to David Braddon-Mitchell, Mark Colyvan and Dominic Hyde for helpful discussion of these issues.
!, Henceforth | use «object» to refer to any non-basic particular that is composed of particulars arranged in some
manner. Moreover, | do not use «object»as a term of art to refer to some sub-set of the composite things that exist.
| do not use object, for instance, to refer just to those composite things that are recognised by our conceptual
apparatus, or which have some sort of natural border. Rather, all composite things that exist are objects.

2. Henceforth | use «particulars» to refer to the most basic things that exist, whatever these things are.

3

Proponents of this view include Van Inwagen (1987) and Wiggins(1980).

*. Defenders of restricted composition include Van Inwagen (1990) and Wiggins (1980).
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particulars composes some objetwill thus refer to the view that ontology is sparse in this
way, assparsism and to proponents of this view aparsists

Sparsism, then, is not simply the view that some subset of all the objects that exist are
special in some way. It is not the view that there are two distinct kinds of objects, natural
objects and gerrymandered objects, and that while gerrymandered objects are mere
mereological fusions, there is some special composition relation that holds between and only
between particulars and the natural objects they compose. Sparsists are not those who see their
project as providing an account of the necessary and sufficient conditions for something to
count as a natural object. That view, whatever we call it, is perfectly consistent with both
mereological universalism and with four dimensionalism.

Four dimensionalism is a theory of persistence. It holds that persisting objects are
temporally extended: they have not only spatial dimensions, but also a temporal dimension.
The most common version of four dimensionalism is perdurantism, according to which objects
persist by perduring, that is, by being the mereological sum of temporal®daitsarguably
the case that most perdurantists are mereological universatiats,prima facie there seems
be a tension between perdurantism and sparsism. Although it seems coherent to hold that only
some ways of arranging particulars over time composes persisting objects, and that those
objects persist by perduring, this appears to be an odd combination of views. For at least
intuitively, temporal parts do not seem to be the sorts of objects that the sparsist is likely to
countenance in her ontology.

Why so? Well there is much debate about whether there are any non-arbitrary,
informative criteria that determine when composition occurs and when it doésLeotus
call whatever these criteria are, tbemposition criterialn this paper | will assume that there
are composition criteria, that is, | will assume that composition is not a brute relation. Further,
| will assume that whatever these criteria are, they will preserve most of our core intuitions
about which objects exist and which do not. For surely the central motivating force behind the
sparsist position is that we aregeneralright about what exists and what does not, and about
which sortsof things exist and which do not.

Sparsist accounts are founded on the idea that an arrangement of particulars composes
some object just if that arrangement exemplifies some property, where this property
supervenes on the complex causal relations of the particulars. So for instance the sparsist
might hold that particulars compose an object just if they are continuous, or if they form a

®. Defenders of unrestricted mereological composition include Lewis (1991) and Heller (1990).

®. Perdurantism is to be distinguished from other versions of four dimensionalism such as Ted Sider’s stage view
according to which our everyday linguistic terms do not refer to the mereological fusion of temporal parts, but rather
to temporal stages. Claims about the past and future of these persisting objects are then made true by the existence
of the relevant temporal counterparts. While the stage view is not technically a perdurantist view, it will be open to
the same sorts of criticisms that | level against a sparsist version of perdurantism.

For a defence of the stage view see Sider (2001).

7. See for example Lewis (1991); Heller (1990).

8 Cf. van Inwagen (1987); Heller (1990); Lewis (1986). pp. 212-213; Wiggins (1980); Markosian (1998).
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functional unit, or if they form a unit that is a member of a certain sortal or naturaf kind

if their collective activity constitutes a lif€. The idea is that the behaviour of particulars is
such that there exists an integrated, functional unit with global properties that supervene on
those particulars.

Whatever the composition criteria are, they explain why the borders of objects are where
they are, and thus explain how it is that we are able confidently to pick out objects. Indeed,
| take it that the sparsist takes as primary datum the fact that objects have discernible, non-
arbitrary borders! For presumably the idea is not that we begin with the intuition that there
are certain functional or complex causal properties in the world, and then go about marking
out the borders of the things that exemplify those properties, finally to exclaim «ahato
an object.» Rather, we begin with intuitions about where the borders of objects lie, we develop
some general ideas about the features of these borders, and from there we attempt to construct
an account that explains why objects lie within, and only within, those borders. So any sparsist
account should respect this core idea that objects have what | wilhatlral borders

This is not so say, of course, that all such borders are natural in the sense that they are
carved out by nature. Some borders, such as those of natural kinds, will be natural in the sense
that they are borders recognised by the physical sciences. But if particulars ever compose
artefacts, then the borders of these objects are not carved by nature. Still, the borders of such
objects are not merely arbitrary: theresesmegenuine difference between that which lies to
one side of the border, and that which lies to the other. Broadly speaking then, we will say
that a border is natural to the extent that either it is carved by nature, or it is non-arbitrary.
Now of course, it is sometimes the case that the concept of non-arbitrariness is analysed in
terms of the notion of being carved out by nature. It might be that for some, what it is for
there to exist a non-arbitrary border, is for there to exist a border carved by nature. Clearly
this is not the analysis of non-arbitrary that | wish to embrace. Nor is it the analysis that most
sparsists would want to adopt, since it would mean that a great number of arrangements of
particulars that we take to have natural borders and thus to compose objects, in fact fail to do
so. It would turn out that only natural kinds exist. So a more robust sparsism requires that
there be some account of a non-arbitrary border that does not make recourse to the idea of
being carved by nature. | cannot provide such an account here. Indeed, providing such an
account lies at the very heart of the sparsist project, and the difficulty of this task is one of
the major stumbling blocks for sparsism. Here | assume that there is some such account, and
that at least the general idea of a non-arbitrary border is sufficiently intuitively clear.

The idea that objects have natural borders lies, then, at the very core of sparsism, and thus
is a notion that the sparsist should take seriously. It is a notion, however, that seems to be
inconsistent with perdurantism. For perdurantists are typically committed to the idea that for
any perduring object O and arbitrary temporal interval T during which O exists, there is some
temporal part of O that exists during and only during T. Though the temporal extent of any
temporal part is held to be an essential property of that part, the temporal borders of temporal

°. Wiggins (1980). pp. 57-70

10

Van Inwagen (1990). chapter 10 pg. 98

1 Where to say that an object has some border is not to say that it has some determinate border, only that the

border, if it is vague, is discernible.
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parts are purely arbitrary. Temporal parts do not have natural borders, and are thus precisely
the sorts of objects that the sparsist refuses to admit into her ontology.

Indeed, one of the reasons some three dimensionalists reject four dimensionalism is
because of the apparent arbitrariness of the borders of temporal parts: they do not see how it
is that at the moment one object ceases to exist, another comes into existence that is
gualitatively identical to the previous object at the moment of its cessation. All they see is a
unitary persisting objecf And this is precisely because they see only one natural temporal
border, not a series of such borders that mark out the borders of the various temporal parts.

In the next section | begin by outlining the difficulties for a perdurantist version of
sparsism, and then move on to consider a number of ways these difficulties might be met. |
consider Storrs McCall's sparsist perdurantism, and argue that he is faced with a dilemma. If
temporal parts are mere abstractions then they cannot do the metaphysical work proposed for
them. If they are not abstractions then they appear to have non-natural borders and thus are
inconsistent with sparsism. Then | consider a revised perdurantism which is consistent with
sparsism, but which faces almost insurmountable metaphysical difficulties. Finally | examine
sparsism itself, and conclude that it faces some difficulties of its own which may provide
reason to prefer perdurantism.

2 The Problem

Perdurantism is the thesis that objects persist by perduring: by being composed of
temporal parts. Roughly speaking, temporal parts as they are widely construed, are objects that
exist during and only during a particular temporal instant or interval, and which during that
instant or interval wholly overlap the perduring object of which they are a'p&u if |
perdure, then a temporal part of me is some object that exists during and only during interval
T, which during T has my spatial dimensions, and which is part of me simpliciter. More
formally, following Ted Sider we will define both an instantaneous and an extended temporal
part as follows:

X is an instantaneous temporal part of y at instagtliFx is part of y. 2) x exists at, but only at t. 3) x
overlaps every part of y that exists at t.

An extended temporal part of x during T is an object that exists at all and only times in T, is part of x at
every time during T and at every moment in T overlaps everything that is part of x at that mment.

So consider some persisting object O. Perdurantists hold that for every temporal instant
t at which O exists, there is some instantaneous object that exists at that time, which overlaps
O at that time and which is part of O. So too for any arbitrary temporal duration T during
which O exists, they hold that there is some object that exists only during T, which overlaps
O during T and which is part of O. That is, the perdurantist subscribes to what van Inwagen
calls the doctrine of arbitrary temporal parts:

2 Cf. Van Inwagen (2000).
3. Sider (2001) pg. 60; Zimmerman (1996); Markosian (1994).

4 Sider (2001) pg. 60.
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DATP: for every persisting object P, if | is the interval of time occupied by P and sub-I is any occupiable
sub-interval of | whatever, there exists a persisting object that occupies the interval sub-I and which, for

every moment t that falls within sub-1, has at t exactly the same momentary properties thatP has.

| think that most perdurantists are committed to this doctrine, though it is prima facie
plausible that they need not be. They will almost certainly, however, want to be committed
to a related doctrine. For the heart of the perdurantist thesis is that objects persist by being
composed of parts at times. If an object O persists through interval T, then at each time at
which O exists, some part of O must exist at that time. This does not imply that for any
interval of time T during which O exists, there is some object that exists only during T and
overlaps O during T. But it does imply what we will call the doctrine of instantaneous
temporal parts (DITP):

DITP: for every persisting object P, if | is the interval of time occupied by P and t
is any occupiable instant of | whatever, there exists an instantaneous object that
occupies t and that at t has the same momentary properties that P has at t.

Perdurantists will want to adopt DITP. For suppose the perdurantist held that there exist
no instantaneous temporal parts. Rather, persisting objects are composed of extended temporal
parts with natural borders. Consider the example of a member of the genus Lepidoptera. On
this view such an organism is composed of four extended temporal parts: an egg temporal
part, a caterpillar temporal part, a pupa temporal part and a butterfly temporal part. The
Lepidoptera thus perdures, but it is composed only of parts with natural borders. There are two
obvious worries about this proposal. First, in the case of many persisting objects, there do not
appear to be any candidates to be temporal parts with natural borders. Given our definition
of temporal part then, these objects then cannot perdure. Second, in many cases the temporal
borders of such temporal parts would be excessively vague: consider the example of a person
with stages of childhood, adolescence and so forth. While sparsists may embrace ontological
vagueness, it is difficult to see how an object could be composed of parts where the
indeterminacy of the borders ranges over a number of years. Even putting these worries aside,
however, few perdurantists would embrace such an account. For a rejection of DITP is a
rejection of pure perdurantism in favour of some perdurantist-endurantist hybrid.

To see this, suppose we grant that a member of the Lepidoptera genus perdures by being
composed of extended temporal parts with natural borders. Then how do these extended
temporal parts persist? These temporal parts persist by perduring just if they are composed of
temporal parts, and so too for the temporal parts of their temporal parts and so forth down the
line. We get perdurantism «all the way down» so to speak, just if persisting objects are
ultimately composed of instantaneous objects. If we reject DITP then we are forced to hold
that persisting object perdure in virtue of being composed of objects that do not themselves
perdure® While it might be argued that such a hybrid view is plausible, it is so only if the

15

. van Inwagen (1981). pg. 203.
8 Of course, someone might resist the idea that we have perdurance all the way down, on the grounds that there
are smallest units of spacetime such as the Planck length and Planck time. In that case DITP should be altered to
be the doctrine of the shortest temporal parts (DSTP). While it is true that these shortest temporal parts would not
perdure (just as instantaneous temporal parts do not perdure), and this technically an adoption of DSTP might be
seen as a hybrid view, the general point remains the same: it cannot be that the onlytemporal parts that exist are
extended temporal parts with natural borders.
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temporal parts that endure are not themselves composite persisting objects: if Lepidoptera
perdure then surely so do caterpillars and butterflies!

Even if perdurantists were willing to accept this peculiar hybrid view as a trade-off for
retaining their sparsist intuitions, they would surely baulk at the loss of virtually all of the
theoretical elegance of perdurantism. Perdurantists hold that if all properties are disguised
relations to times as endurantists maintain, then there are no truly intrinsic properties, for no
object ever exemplifies any property simpliciter. The perdurantist account allows that
persisting objects exemplify properties at times in virtue of being composed of temporal parts
that exemplify those properties simpliciter, and this is the sense in which properties are
intrinsic.

But a temporal part exemplifies a property simpliciter only if the entire temporal duration
of that part exemplifies the property. Temporal part P is red simpliciter only if P is red at all
times at which it exists. Suppose persisting object O is rapidly changing colour from being
all red to all blue to all red again. If O’s having the property of being red is to be an intrinsic
property as understood by the perdurantist, there must be some part of O that exists only
during the short period in which O is red. Thus for every momentary intrinsic property that
O exemplifies, there must be some instantaneous temporal part of O that exemplifies that
property simpliciter. If O were composed only of extended temporal parts, then there would
be properties that O exemplified which were not properties of any of O’s parts simpliciter and
which therefore would not be intrinsic in the relevant sense. Thus if the perdurantist is to
retain the apparatus with which to explain how persisting objects exemplify intrinsic properties
at times, she must at least subscribe to DITP.

Prima facie though, both DATP and DITP are problematic doctrines for the sparsist, since
they seem to entail that arrangements of particidarscompose objects with wholly arbitrary
temporal borders. So it seems that the very essence of perdurantism is in conflict with the core
of sparsism. Is there any way to resolve this conflict? In the next section | consider a putative
reconciliation of sparsism and perdurantism proposed by Storrs McCall, and argue that in fact
it is no reconciliation at all. | then move on to consider two other proposals. In the first we
take instantaneous objects to be basic and then ask ourselves how those objects need to be
arranged in order to compose some persisting object. In the second | broaden the definition
of temporal part, and argue that a reconfigured perdurantism can accommodate sparsist
intuitions. Unfortunately this version of perdurantism is unsuccessful in its own terms, as a
metaphysics of persistence.

3 Sparse Perdurantism
3.1 McCalls’ Solution

One defender of a sparse ontology who embraces perdurantism is Storrs McCall. He
suggests that rather than regarding persisting objects as being composed of more basic stages
united by some unity relation, we should instead think of the four dimensional object as basic,
and the stages as derivative «abstractidh€n this view, four dimensional volumes have
a natural shape associated with a sortal or natural kind: they are not made of arbitrary portions
of spacetime. These natural four dimensional volumes can then be divided into temporal stages
or parts, just as the earth can be divided into spatial parts by meridian lines.

7 McCall (1994). pp. 211-214
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It is not clear in exactly what sense McCall means to count temporal parts as abstractions.
The comparison to meridian lines suggests that he means to take a sort of anti-realist view of
temporal parts. Just as we can imagine dividing up the earth in many different ways,
corresponding to the different places we might draw meridian lines, so too we can divide up
four dimensional objects in many different ways, each corresponding to one way of drawing
the temporal border of a temporal part. If this is what is mean by «abstraction» however, it
simply will not do. Perdurantism is the view that persisting objects have the properties they
do in virtue of having temporal parts that exemplify those properties. Those temporal parts
have to be real parts, not mere abstractions: no abstraction is red, only objects are red.

The other possibility is that McCall simply means by «abstraction», taking a top-down
view of composition, that is, abstracting away from the whole four dimensional object to
determine which temporal parts that object has. This too is problematic. For McCall's sparsism
tells us that only those four dimensional volumes that have natural borders contain objects.
Then four dimensional volumes contain temporal parts just if those volumes have natural
borders. Since most of the temporal parts countenanced by perdurantists do not have natural
temporal borders, by McCall's own composition criteria, those temporal parts do not®xist.

It is not sufficient simply to say that we can use our intuitions about which particulars
compose objects to determine which four dimensional objects exist, and then use a top-down
process to maintain that in addition, all of the volumes contained within that four dimensional
volume contain some object: a temporal part. Whatever our composition criteria are, all and
only those arrangements of particulars that meet these criteria compose an object; there is no
distinction to be drawn between four dimensional objects and temporal parts such that the
former but not the latter need meet these criteria.

This does not necessarily mean, however, that there is no way to alter McCall’s proposal
so that it allows a reconciliation of sparsism with perdurantism. It is to that possibility that
we next turn.

3.2 DATP and DITP

Suppose as sparsists we had the following intuition: if objects are in constant flux at the
micro-level, then an arrangement of particulars that composes an object at some time t, can
never be identical to an arrangement of particulars that composes an object at t*. This is a
fairly standard perdurantist intuition according to which the only sense in which something
that exists now is identical with something that exists at some other time, is the sense in
which both of those things are parts of the same perduring object. If we accept this intuition,
then we are faced with two questions: which arrangements of particulars at a time compose
some instantaneous object, and which combinations of instantaneous objects compose some
persisting object.

It's easy to see how this second question might be answered if we first grant that every
arrangement of particulars at a time composes some instantaneous object. We could maintain

8 McCall attempts to solve this problem by arguing that three and four dimensionalism are equivalent theories.

| am sympathetic to this view, but | do not see how it helps in this matter. Either there is some object that exists
within a certain temporal border or there is not. | grant that the three dimensionalism can agree that such an object
exists, but can argue that the object is not a part of the persisting object. The two theories might then come out as
equivalent if it were construed as a debate about what it is to be a part of an object. In this case, however, the issue
is about whether there is some object that exists during a period of time T and overlaps a persisting object at that
time, not whether or not that object is a temporal part. See McCall (1994) pp. 215-216.
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that instantaneous objects compose some persisting object just if they are related in a
particular way, namely, if they are causally connected in a smooth and continuous manner
such that the existence of an instantaneous object at one time causes the existence of an
instantaneous object at the next time. That is, a series of instantaneous objects compose some
persisting object O just if they form a nice smooth four dimensional volume. This would rule
out punctuate objects and other odd gerrymandered objects, for there would be no
instantaneous objects causally connected in the requisite way. Since not every arrangement of
instantaneous objects would compose some persisting object, we would preserve the sparsist
intuition that ontology is sparse, yet it would still be true that objects persist by perduring.

Further, since the perdurantist need not be committed to DATP, she can hold that there
exist only instantaneous objects and the persisting objects that they compose. Just as some
object that exists at a time is composed of certain basic particulars at that time, so too an
object that exists over time, is composed at each of those times of basic instantaneous objects.
There are no extended temporal parts whose temporal borders are oddly arbitrary: there is no
object that wholly overlaps my dog and exists for only ten minutes on Tuesday. So the
appearance of a plethora of objects with arbitrary temporal borders is removed. For just as the
spatial borders of a mereological simple are natural, so too the temporal borders of an
instantaneous object are natural.

All well and good. The difficulty lies in conceding, as | did, that every arrangement of
particulars at a time composes some instantaneous object. | do not think that many sparsists
will be happy with this concession. Sparsists will not, | think, want to allow that there is some
object that exists only at t, and which is composed of my dog at t, Jupiter at t, and your
pillow case at t. While this object might have a natural temporal border, it certainly does not
have a natural spatial border. This is not to say that this position is a hopeless one. Perhaps
there are sparsists who hold that there is something special about persisting objects, such that
sparsism-over-time is a more important doctrine than sparsism-at-a-time. Perhaps such a
person would be willing to concede that there exist odd instantaneous objects, but no odd
persisting objects. But | am not entirely sure what would motivate such a position. Why
should we think that the «glue» that holds objects together over time is fundamentally
different from the «glue» that holds them together at a time?

This latter question is particularly pertinent given that we are talking about a sparist
version of perdurantism. For consider, the endurantist explicitly holds the view that the manner
in which objects persist through time is radically different to the manner in which they extend
through space. Objects extend through space by having spatial parts at spatial locations, while
they persist through time by being wholly present at each time at which they exist.
Perdurantists, however, construe persistence through time as analogous to extension through
space, with objects persisting by having parts — temporal parts — at temporal locations. Given
this, it is not clear what would motivate the claim that across-time sparseness is radically
different to at-a-time sparseness. If there is such a case to be made, it is at least imcumbent
on the perdurantist sparsist to make that case.

So while this is perhaps one way to reconcile perdurantism with sparsism, it is not a
wholly attractive way, and nor, | imagine, is it an option that will find favour with many
sparsists. But if the sparsist rejects the assumption that every instantaneous object exists, then
we need to determine which instantaneous objects exist and why. Clearly the best proposal
would be to hold that there exist the various everyday persisting objects of our ontology, and
the instantaneous temporal parts of those objects. Adopting McCall's top-down approach then,
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it might be thought that this is precisely what we can accomplish. As sparsists, we feel
confident that dogs exist. Given that dogs exist, we can conclude that the instantaneous
temporal parts of dogs exist. Thus dogs perdure in virtue of being composed of temporal parts,
and those temporal parts have natural borders in that they are temporally basic: they are
instantaneous. There are two problems for this view. First, we do not want sparsism to be
simply the view that particulars compose some object just if we think they do, that is, just if
that is what our intuitions tell us. Sparsism is supposed to be the view that there are some
informative composition criteria. On many criteria, composition involves complex causal
relations between the composing particulars (whether these be causal relations constituting a
life, or constituting a natural kind or sortal). Whatever these criteria amount to, they must
apply equally to all objects. But in general, instantaneous objects do not meet the usual sorts
of sparsist criteria for composition. Instantaneous objects are probably not members of sortals
or natural kinds, for the underlying properties that constitute those kinds are properties of
persisting objects. So too no instantaneous object exemplifies the property of having a life.

So the top-down solution does not seem hopeful: for it is plausible only if we think that
the composition criteria for persisting objects is different to that for instantaneous objects.
Perhaps so. But some account of the composition criteria for instantaneous objects would need
to be forthcoming, and this criteria could not simply be that particulars compose some
instantaneous object if that object is a temporal part of a persisting object. For that is not to
provide composition criteria, it is just to state which objects exist and which do not. Until such
criteria are forthcoming then, the top-down view is not at all compelling.

Moreover, the view is faced with an additional problem. On this view, there do not exist
any extended temporal parts. Now consider some person P, who has some blue experience.
P has the property of having a blue quale. Now suppose that blue experiences are not ever
experiences of instantaneous objéétélaving a blue experience, however, is surely an
intrinsic property of P. Unfortunately though, it is not a property of any temporal part of P,
since P has no extended temporal parts. Strangely then, although having a blue experience
would have been an intrinsic property of P if that experience had been instantaneous, since
P would have had a temporal part that had that property simpliciter, as things stand, P has no
such temporal part, and thus does not have that property simpliciter. So too for any
«temporally extended» property. So this version of perdurantism is stuck with saying that
some apparently intrinsic properties are really disguised relations to times or some such. This
is even more alarming than straight endurantism, since it turns out that some apparently
intrinsic properties are indeed intrinsic in virtue of being properties of temporal parts, and
some other apparently intrinsic properties are not intrinsic, in virtue of failing to be properties
of any temporal part.

So where does that leave us? If the perdurantist is committed to DITP, and if that doctrine
is inconsistent with sparsism, then are we forced to conclude that sparsism and perdurantism
are inconsistent? Before we make such a declaration, we should first consider whether there
is some other way to salvage a perdurantist sparsism. In the next section we will briefly
consider whether it is perdurantism that ought to be jettisoned in favour of some other version
of four dimensionalism. Though this suggestion will be rejected, it does lead to the idea that
we should alter the definition of temporal part. This alteration yields a version of perdurantism
that is acceptable to the sparsist, and is, | will argue, the best reconciliation of perdurantism

1 As for instance McKinnon (2003) strongly argues.
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with sparsism. But while it is the best reconciliation, ultimately it too must be rejected on the
grounds that it simply does not have the theoretical apparatus to explain the phenomena that
an account of persistence must explain.

5 Temporal Extension without Temporal Parts?

We might think that the best way to combine sparsism with four dimensionalism is by
rejecting perdurantism. This would need to involve more than, for instance, adopting Sider’s
stage view which accepts the same ontology as perdurantism but merely disagrees about which
objects in that ontology ought to be the referents of our terms. Rather, it would require the
radical view that objects can be temporally extended and thus four dimensional, and yet have
no proper temporal parts. Call such an objettmporal simpleThis view has recently been
defended by Parsoi$Parsons does not suppose that composite persisting objects such as
dogs and trees could be temporal simples, and indeed it is hard to see why a view that
countenanced this possibility would be preferable to three dimensionalism. For it would no
longer be possible to use the apparatus of temporal parts to explain change over time or to
provide an account of temporary intrinsics. If anything, it would seem to render to nature of
persisting objects all the more mysterious.

The idea of temporal simples does, however, suggest another possibility. For consider
what happens when we attempt to «construct» a composite four dimensional object that lacks
proper temporal parts. For the perdurantist, a four dimensional object is composed of various
instantaneous objects which are themselves composed of particulars at a time. But suppose
that we think of a some object not as composed of instantaneous objects at times, but simply
as composed of particulars at times. That is, some persisting object O is composed of
particulars S att, P att, Qatt, S atP at{, R at { etc. Then have we just described a four
dimensional object with no proper temporal parts, or merely a persisting three dimensional
object?

If we think that the particular S at t and S atig the very same particular S, viewed at
different times, then O is simply an enduring three dimensional object. If S at t and &rat t
strictly identical, then S endures, and so too with all of the other particulars. Then O is a
composite object composed of enduring particulars S, T, R, Q etc. Since by definition there
exists no object that wholly overlaps O at a time and is part of O, that is, by definition O has
no proper temporal parts, O must itself be an enduring three dimensional object.

On the other hand, if we think that S at t and S, atre distinct particulars, then we think
that there exists S-at-t and S-at-© is thus composed of S-at-t and S-atit has these
particulars as parts simpliciter. Thus there is an important sense in which O deserves to be
called four dimensional despite the fact that it is not composed of temporal parts as | defined
them earlier. As | defined a temporal part, x is a temporal part of y at t only if x wholly
overlaps y at t. Call this emaximaltemporal part. O has no maximal temporal parts. However,
O is composed of four dimensional particulars. Each particular has temporal parts: S exists
at different times, and it does so in virtue of being composed of instantaneous temporal parts
S-at-t, S-atstand so forth.

If an object O perdures just if O persists by being the mereological fusion of maximal
temporal parts, then the object just described does not perdure. It has been suggested,

% Parsons (2000).
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however, that we ought to broaden our definition of temporal part to include non-maximal
parts? Let us then define a non-maximal temporal part as follows:

X is an instantaneous non-maximal temporal part of y at t just if 1) x is part of y 2)
X exists at, and only at t and 3) x is wholly overlapped at t by some part of y that
exists at t.

X is an extended non-maximal temporal part of y during interval T just if 1) x exists
at all and only times in T, 2) x is part of y 3) x is wholly overlapped by some part
of y at all times during T.

We can then say that an object O perdures just if O persists by being the mereological
fusion of maximal or non-maximal temporal parts. Then the object O described above will
perdure in this sense, since it is composed of non-maximal temporal parts.

The critical question then, is whether the sparsist should think that S at t and &rat t
distinct particulars or are strictly identical. There is a case to be made for each view. On the
one hand, the sparsist thinks that we have a single unitary object just where we have natural
borders. She certainly thinks that S-at#buld bea distinct particular in a world W where
there is nothing S-like at temporal instants that abut t. For in that world, S-at-t clearly has
natural temporal borders. In the actual world though, sparsist intuitions might steer one
towards holding that there is no object S-at-t, for that putative object has no natural borders
in virtue of being temporally abutted by other S-like particulars. Rather, we have one
particular, S, and to claim that in addition to S, there exist various instantaneous objects that
compose S, would be to claim that there exist objects with arbitrary borders.

There is something appealing about the intuition that something has a natural temporal
border only if it is not temporally abutted but like particular or particulars. After all, part of
the intuition that the putative temporal part of me that exists only for ten minutes today has
arbitrary temporal borders, is that it is temporally abutted by person-like objects. If that same
putative object existed in some world W and was not abutted by anything person-like, we
would be happy to concede that it has natural temporal borders in that world. Recall however,
that in the previous section we rejected the idea that any arrangement of particulars can
compose some instantaneous object, on the grounds that many such objects would have
arbitrary spatial borders. We noted though, that just as the spatial borders of a mereological
simple are natural, so too the temporal borders of an instantaneous object are natural: these
objects are temporally fundamental. So the most basic particular is one that is mereologically
simple, and temporally fundamenfaland the borders of this most basic particular are
natural. If the sparsist accepts this, then she can proceed to hold that some of these
instantaneous simples are causally related such that they compose perduring basic particulars
such as S. For the persisting object S is mereologically simple, but not temporally
fundamental: it is composed of the most basic particulars S-at-t, Saattso forth. We can
then say that composite objects are composed of perduring particulars like S, and thus
ultimately of mereologically simple instantaneous objects. These composite objects therefore
have no maximal temporal parts, but only non-maximal parts with natural borders.

21

See for example Merricks (1999).

2 Where being temporally fundamental is either being instantaneous, or being of the shortest possible temporal

length eg. Planck length if it is not possible to be instantaneous.
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So the sparsist requirement is fulfilled: there exist no objects that have wholly arbitrary
borders. Yet this view also seems to afford the perdurantist all of the metaphysical apparatus
needed to explain change and temporary intrinsics. Though we cannot say that object O is red
at t in virtue of having some maximal temporal part O-at-t that is red simpliciter, we can say
that O is red at t in virtue of each of its non-maximal temporal parts S-at-t, R-at-t and so forth
being red simpliciter. Problem solved; sparsism and perdurantism reconciled.

Not so fast. This reconciliation too is problematic. For plausibly, macro-properties such
as being red, being cold, being conscious, being a person and so forth, are not exemplified by
instantaneous objects. Plausibly, they are not exemplified by any instantaneous maximal
temporal part, but they amertainly not exemplified by any instantaneous non-maximal basic
particular. Consider some object O that is red at t. We cannot, in fact, say that O is red at t
in virtue of ever basic particular that composes O at t, being red at t. For S-at-t is not red. S-
at-t is too small to be red. What is red at t, is the totality of the arrangement of the particulars
at t. This arrangement, however, does not compose any object, for there is no maximal
temporal part of O at t. So there is nothing that exists at t and is red simpliciter, and we find
ourselves faced again with the problem of temporary intrinsics. So too, on this view there
exists no extended maximal temporal parts, and thus no such parts of persons. Since
consciousness almost certainly supervenes on some temporally extended temporal part, here
too there is a problem. Not only is it not the case that any most basic particular S-at-t is
conscious, but no arrangement of these most basic particulars at a time has the property of
being conscious: only some arrangement of these particulars over time could exemplify that
property, but no such arrangement composes any object. So only entire four dimensional
persons are conscious.

Of course, a proponent of this view might maintain that there is no real problem here.
After all, this is precisely the sort of difficulty certain sorts of eliminativists, (such as
eliminativists about beliefs or eliminativists about composite objects) face each day when our
everyday language quantifies over non-existent objécBor eliminativists, talk that
guantifies over non-existent dogs, for instance, is true just if there is some paraphrase in which
it is true that there are particulars arranged in a dog-wise way, or some such. So too, we might
think, the sparse perdurantist can maintain that O is red at t just if there is some O-wise
arrangement of particulars at t that is red simpliciter.

But this is all rather tortuous. For those who (plausibly) think that an arrangement of
particulars exemplifies some macro-property such as being red just if that arrangement
composes some macro-object, the eliminativist solution will be no solution at all. Either the
arrangement of particulars at t composes some object, namely O-at-t which is a maximal
temporal part of O and is red simpliciter, or the arrangement does not compose any object at
t and there is no object that is red simpliciter at t. There is no middle ground, and thus no way
to have one’s sparsist cake and eat it too. So while there might be those who are sympathetic
to the eliminativist strategy and thus willing to accept this combination of sparsism and
perdurantism, they must surely be in a minority.

There is of course one other way that this version of sparsist perdurantism could deal with
maco-properties, and that is by adopting an endurantist analysis of properties. There are two

% Cf. Unger (1979) and Unger (1990).
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possibilities available, indexicalisfi, according to which properties are temporally
relativised, and adverbialismaccording to which the having of properties is temporally
relativised. For the perdurantist «O» refers to the whole four dimensional object. So if O is
red at t and blue at tfollowing indexicalism we can say that O has the properties of being
is red-at-t and blue-at-tOr following adverbialism we can say O has the properties of being
red tly and blue ty. So although there is no temporal part of O that is red or that is blue, we
can still attribute these properties to O.

This is by far the best solution, and this is certainly the best combination of sparsism and
perdurantism. It is consistent and workable, but it has the cost of jettisoning much of the
theoretical apparatus that motivated perdurantism to begin with. Many perdurantists such as
Lewis are moved to embrace perdurantism because they believe that it best deals with the
problem of change, in that allows that temporary intrinsics are not disguised relations to
times® In adopting an endurantist analysis of properties, however, this version of
perdurantism is forced to concede that O does not have the property of being red simpliciter,
but rather has a property that is temporally relativised in one way or another. The extent to
which this sparsist perdurantism is acceptable then, will depend on how repugnant one finds
the endurantist analysis of properties. That is, it will depend on just how strong one’s
intuitions are that intrinsic properties are not relations to times. The dilemma is that the more
one is attracted to the endurantist analysis, the less reason one has to prefer perdurantism in
the first place, and the more repugnant one finds the analysis, the less one will be happy to
accept this version of perdurantism. So while | cannot rule out this version of sparsism
perdurantism as being coherent, it does require the loss of much of the theoretical elegance
of traditional perdurantism, and might well not be a view that many perdurantists, even those
of a sparsist bent, will be happy to embrace.

6 The Brutality of Composition

A final possibility. Suppose the sparsist relinquishes the idea that there are any non-
arbitrary informative criteria of composition. She might, for instance, follow Markosian in
holding that composition is bruté.Either arrangements of particulars compose an object or
they do not, and there is no further story to tell. If composition is brute, then both sparsist and
perdurantist intuitions can straightforwardly be reconciled. Some arrangements of particulars
compose objects that appear to have wholly arbitrary temporal borders, namely temporal parts.
Other arrangements of particulars fail to compose objects that would have had arbitrary
borders had they existed. But there just is no reason why the former objects exist and the
latter do not, for there is no principled reason why some arrangements of particulars compose
objects and others do not. Indeed, theam be no such reason.

Perhaps there are good reasons to think that composition is brute. Still, this move seems
wholly unsatisfactory when applied to the case at hand. The proposition that composition is
brute is arrived at by considering the cases where we take composition to occur and those
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where we do not, and arguing that there is no informative criteria that would pick out only
the former and not the latter as being instances of composition. It is by considering examples
of composition in the real world that we are lead to adopt sparsism. So it had better turn out
that most of our intuitions about when composition occurs are right, or the very motivation
for adopting sparsism in the first place will evaporate. It would, therefore, be disingenuous to
claim thateven thouglour sparsist intuitions tell us that temporal parts do not exist, we can
maintain that they do exist, and that no explanation for this inconsistency need be forthcoming
since composition is brute. On these grounds | could argue that there is some object that is
composed of my dog and Lincoln’s foot, and that there is no object composed of your dog
and Jefferson’s foot. Why? Well who knows, composition is brute!

7 A General Problem

The difficulty inherent in trying to reconcile sparsism and perdurantism is that sparsism
just does not afford a sufficient number of parts to meet perdurantist requirements. Because
the version of perdurantism discussed in section 5 eschews the existence of maximal temporal
parts, there exists nothing that is me-now. That is, there exists no object that is wholly present
now and which exemplifies all of my momentary properties now. So too although there is
some object that is my heart, and which is a proper part of me, my heart is a four dimensional
object which is part of a four dimensional person. Since my heart is not composed of maximal
temporal parts, there is no object that is wholly present now and is part of me-now. Neither
endurantism nor traditional perdurantism has this odd consequence. For the endurantist thinks
that both me and my heart are now wholly present, and thus that my wholly present heart is
now part of wholly present me. So there is a straightforward sense in which my whole heart
is part of me now. Perdurantists, on the other hand, although they disagree that my whole
heart is now part of me, do agree that there is some object that is wholly present now and is
part of me now, namely the maximal temporal part of my heart-now. The time-slice of me-
now has that entire object as a part. So neither are forced to conclude that there is no sense
in which my heart now is not a part of me at all.

This counterintuitive consequence of this version of perdurantism might lead one to
conclude that sparsism and perdurantism simply are not to be reconciled, and thus that one
must be abandoned. Since sparsist intuitions have a firm grip on us, there are those who will
jettison perdurantism in favour of these intuitions. But is this the correct response? In fact
when we consider sparsism stripped of any perdurantist overtones, we find that we are faced
with an analogous difficulty. Indeed, it turns out that the counter-intuitive consequences of
sparsist perdurantism is just a specific version of a general problem faced by sparsism alone.

Consider a time honoured paradox we find in the literature on persistence: Tibbles the
unfortunate cat® According to the paradox, there exists an object, Tibbles the cat, and some
proper part of Tibbles, call it Tib, which includes all of Tibbles but for her tail. The paradox
arises after Tibbles has her tail amputated, and we are asked to consider what we should say
about the relation between Tib and Tibbles post-amputation. But what is this object Tib of
which I write? At time t, prior to the amputation, Tib is a proper part of Tibbles. Both three
and four dimensionalists alike accept this, though of course they gloss it differently. In
general, the existence of Tib has been granted without comment by all sides of the debate,

% The example of Tibbles the cat is found in Geach (1980) section 110, but is formally the same as the case of

Dion and Theon originally created by Chryssipus, a stoic philosopher in 280-206 BC. A discussion of the Dion and
Theon problem can be found in Burke (1994).
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including three dimensionalists who are frequently sparéisthe exception here is van
Inwagen who rejects the existence of Tib precisely because its existence is necessary in order
to generate the paraddkvan Inwagen goes further than merely denying the existence of
Tib, he rejects the spatial analogue of the doctrine of arbitrary temporal parts, the doctrine of
arbitrary undetached parts (DAUP):

DAUP: For every material object M if R is a region of space occupied by M at time
t and if sub-R is any occupiable sub-region of R whatever, there exists a material
object that occupies the region sub-R &t t.

Tibbles-type paradoxes do not require that one reject DAUP. But should the sparsist
accept DAUP? | think not. Whatever the composition criteria turn out to be, it is difficult to
see how Tib and putative objects like it, could be seen as meeting those criteria. For suppose
we follow van Inwagen in holding that particulars compose something just in case their
arrangement constitutes a life. Does the Tib-wise arrangement of particulars compose
something that constitutes a life? Well in one sense it does. Since Tibbles can survive the loss
of her tail, Tib, if it exists, must be a sufficient supervenience base for life. But | think this
misses the point. For it is clear that the tail-wise arrangement of particulars, though they are
not sufficient in and of themselves to constitute a life, jpagt of a life, namely the Tibbles
life. There is but one life there (with the exception of any cellular organisms that are floating
around of course - but that is beside the point). There is not Tibbles’ life, and then Tib’s life,
one life which includes the tail, and the other which does not. But if there is only one life, and
that life if the life of Tibbles, then we cannot conclude that the Tib-wise arrangement of
particulars composes anything.

Similarly, consider the view that particulars compose some object just if their arrangement
constitutes something whose underlying explanatory properties mark it out as a member of a
natural kind or sortal. Then we can see why the Tibbles-wise arrangement of particulars
composes something: because that arrangement constitutes something that is a cat, and a cat
is a member of a natural kind. But is there any natural kind or sortal of which Tib, if it exists,
is a member? | cannot see that there is. Tib certainly would not be a member of a natural
kind, nor does it seem plausible to think that it is a member of a sortal. If this is so, then we
should conclude that the Tib-wise arrangement of particulars do not compose anything.

None of this should come as a surprise, since Tib, if it existed, would flout the sparsist
intuition that objects have natural borders. For we arbitrarily defined Tib as that thing which
includes all of Tibbles but her tail. Sparsists should conclude that Tib does not exist. And if
Tib does not exist, then Tib is not a proper part of Tibbles. So when the sparsist says that Tib
is a proper part of Tibbles she says something that should be, by her lights, false.

The case of Tibbles is by no means an isolated one. Discussion of the relation of objects
to their proper parts often involves talk of proper parts that by the lights of the sparsist, do
not exist. Consider the case where we talk of a statue that has a little chunk of clay removed
from it. Three dimensionalists typically want to say that the aggregate of clay «Clay» that

2 Cf. Baker (1997); Simons (1987); Thomson (1998).

% van Inwagen (1981).
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constitutes the statue, «Statue» prior to the removal of the chunk, cannot survive this removal
for Clay persists only if it is mereologically constant. On the other hand, they want to say that
Statue does survive the removal of the chunk, for its persistence conditions are such that it can
survive such an event. This story only makes sense, however, if the chunk of clay is a proper
part of the statue, and again, | see no reason to suppose that it is if one accepts sparsism.

It turns out then, that if the sparsist is right, we frequently quantify over non-existent
objects. We talk of the part of Tibbles that is the small hunk of flesh on her right thigh. We
talk of the small piece of clay that fell off the statue. We talk of a scoop of ice cream
removed from the tub. We talk of the enamel chip that fell off the plate. And in all of these
cases we will often talk of the flesh, the clay, the chip and so forth as being proper parts of
the objects in question. But if sparsism is true, then | submit that we would be wrong to do
so. For | can see no basis at all on which to say that these are objects at all.

If sparsism is true, then sometimes we quantify over the non-existent. So it is not merely
the sparsist perdurantist who is forced to embrace the eliminativistic paraphrasing of everyday
language. Just as there is no maximal temporal part of O that is red simpliciter, so too there
is no chunk of clay is part of O at t. When our everyday talk appears to be quantifying over
proper parts that do not exist, we are really quantifying over certain arrangements of
particulars. Thus although strictly speakin